
On the Ritz values that can be generated by the Arnoldi method

Duintjer Tebbens, Jurjen
2010
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On the Ritz values that can be generated

by the Arnoldi method

J. Duintjer Tebbens, G. Meurant

Institute of Computer Science, Academy of Sciences of the Czech Republic, Prague

1 Introduction

The Arnoldi method generates approximate eigenvalues of a complex n× n matrix A by consi-
dering a starting unit vector v ∈ Cn and a decomposition

AVk = VkHk, Vke1 = v,

where V ∗
k Vk = I and Hk is upper Hessenberg with a positive real lower sub-diagonal. The

approximate eigenvalues found in the kth iteration of the Arnoldi method, called Ritz values,
are the eigenvalues of Hk. In case A is Hermitian, the method generates a matrix Hk which is
tridiagonal and the method is called Lanczos method.

In his 1979 paper, Scott showed that the Lanczos method may converge very slowly in pathologic
cases [4]. More precisely, given a Hermitian positive definite matrix A with the eigenvalues

λ1 < λ2 < · · · < λn,

he constructed a perverse starting vector v such that the eigenvalues of Hn−1 are

λ1 + λ2
2

,
λ2 + λ3

2
, . . . ,

λn−1 + λn
2

.

That is, convergence may be postponed until the very last iteration.

This extended abstract deals with generalizations of Scott’s result to the Arnoldi algorithm. In
the case where A is normal but not Hermitian, we can easily exploit a procedure due to Ericsson
to obtain the desired generalization. It turns out that in the next to last iteration one may
generate any distribution of Ritz values as long as it satisfies a generalized interlacing property
with respect to the spectrum of A. This is done in the next section. The last section presents
further generalization for non-normal, diagonalisable matrices and discusses several other issues
related to generating prescribed Ritz values in the Arnoldi method.

2 The normal case

The procedure described on page 10 of [1] leads to a method to compute a normal upper
Hessenberg matrix H ∈ Cn×n with given distinct eigenvalues and given spectrum of its leading
principal submatrix. This spectrum, µ1, . . . , µn−1, must satisfy what is called a generalized inter-
lacing property in [1], namely

Π(r) ≡
∏n−1

j=1 (λr − µj)∏n
j=1,j ̸=r(λr − λj)

> 0, 1 ≤ r ≤ n, (1)

where λ1, . . . , λn are the distinct eigenvalues of H.
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The following theorem shows how the procedure on page 10 of [1] can be used to construct for
a given normal matrix with distinct eigenvalues an initial Arnoldi vector such that the Arnoldi
method applied to the normal matrix with the initial Arnoldi vector yields prescribed Ritz values
in the next to last step.

Theorem. Consider a normal matrix A with spectral decomposition A =Wdiag (λ1, . . . , λn)W
H

where the eigenvalues λ1, . . . , λn are distinct and consider n−1 values µi such that the generalized
interlacing property (1) is satisfied. Let z ∈ Cn be any vector satisfying

|zr|2 = Π(r), 1 ≤ r ≤ n,

and let
ΛZ = ZĤ

be the Arnoldi decomposition generated by the matrix Λ = diag (λ1, . . . , λn) and initial vector
Ze1 = z, i.e. ZHZ = I and Ĥ is upper Hessenberg with a positive real lower subdiagonal. Then
the Arnoldi algorithm applied to A with initial vector

v ≡WZ̄en

generates in the (n− 1)st iteration the Ritz values µ1, . . . , µn−1.

P r o o f : Let H be an upper Hessenberg matrix with eigenvalues (λ1, . . . , λn) and leading
principal submatrix whose spectrum consists of the values µ1, . . . , µn−1. Let HX = XΛ be the
spectral decomposition of H. Paige showed in [2] that

|Xn,r|2 = Π(r), 1 ≤ r ≤ n,

see also [3, 1, 5]. Hence there holds Xn,r = eiϕrzr for values ϕr, 0 ≤ ϕr ≤ 2π, and for 1 ≤ r ≤ n.
If D = diag (ϕ1, . . . , ϕn) this means that we have

XT en = Dz. (2)

Let P = (en, . . . , e1) be the permutation matrix containing the columns of the identity matrix
in reversed order and let H̃ be the upper Hessenberg matrix defined by H̃ ≡ PHTP . Then from
HX = XΛ we have

ΛXTP = XTPH̃.

This is an Arnoldi decomposition generated by the matrix Λ and initial vectorXTPe1 = XT en =
Dz. On the other hand, from ΛZ = ZĤ we obtain

DΛZ = ΛDZ = DZĤ,

i.e. an Arnoldi decomposition generated by the matrix Λ and initial vectorDZe1 = Dz. It follows
from the uniqueness of the Arnoldi decomposition that the two decompositions are identical and
Ĥ = H̃. Then we obtain from ΛZ = ZĤ, subsequently,

ΛZP = ZPPH̃P = ZPHT ,

PZTΛ = HPZT ,

PZTWHWΛWH = HPZTWH ,

AW (PZT )H =W (PZT )HH.

BecauseW (PZT )H is unitary, the last equation represents the Arnoldi decomposition generated
by the matrix A and initial vectorWZ̄Pe1 =WZ̄en. Its Hessenberg matrix has the desired Ritz
values. �
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3 Further generalizations

The previous theorem can be generalized to the case where A is diagonisable but not necessarily
normal. The eigenvalues must be distinct and the Ritz values must satisfy a modification of (1).

Theorem. Let A be diagonalisable with spectral decomposition A = Wdiag (λ1, . . . , λn)W
−1

where the eigenvalues λ1, . . . , λn are distinct and consider n−1 values µi such that the nonlinear
system of equations in the complex variables z1, . . . , zn,

diag(z1, . . . , zn)(W
HW )−1z =

Π(1)

. . .

Π(n)

 (3)

has a solution. Let z ∈ Cn be any vector satisfying (3) and let

ΛZ = ZĤ

be the (WHW )−1-orthogonal Arnoldi decomposition generated by the complex conjugate of the
matrix Λ = diag (λ1, . . . , λn) and initial vector Ze1 = z, i.e. ZH(WHW )−1Z = I and Ĥ is
upper Hessenberg with a positive real lower subdiagonal. Then the Arnoldi algorithm applied to
A with initial vector

v ≡WZ−Hen

generates in the (n− 1)st iteration the Ritz values µ1, . . . , µn−1.

In our talk we plan to address the proof of this theorem and the geometric meaning of the
interlacing properties (1) and (3). We also envisage to discuss generating prescribed Ritz values in
arbitrary iteration numbers smaller than n−1. Finally, we will mention the problem of generating
prescribed Ritz values when A is not given but, as the starting vector v, is constructed. In this
case it is possible to prescribe the Ritz values of more than one iteration number.
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