narodni
N U dlozisté
1 L Sedé
6 literatury

Absolute Value Mapping

Rohn, Jifi
2019

Dostupny z http://www.nusl.cz/ntk/nusl-394987

Dilo je chranéno podle autorského zakona ¢. 121/2000 Sb.

Tento dokument byl stazen z Narodniho Ulozisté $edé literatury (NUSL).
Datum stazeni: 27.09.2024

Dalsi dokumenty muzete najit prostrednictvim vyhledavaciho rozhrani nusl.cz .


http://www.nusl.cz/ntk/nusl-394987
http://www.nusl.cz
http://www.nusl.cz

, Institute of Computer Science
Academy of Sciences of the Czech Republic

Absolute Value Mapping

Jifi Rohn
http://uivtx.cs.cas.cz/~rohn

Technical report No. V-1266

05.05.2019

Pod Vodarenskou vézi 2, 18207 Prague 8, phone: +420266 051111, fax: 4420286585789,
e-mail:rohn@cs.cas.cz



, Institute of Computer Science
Academy of Sciences of the Czech Republic

Absolute Value Mapping

Ji¥i Rohn!
http://uivtx.cs.cas.cz/~rohn

Technical report No. V-1266
05.05.2019

Abstract:

We prove a necessary and sufficient condition for an absolute value mapping to be bijective. This
result simultaneously gives a characterization of unique solvability of an absolute value equation

for each right-hand side.?
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2Above: logo of interval computations and related areas (depiction of the solution set of the system

[2,4]z1 + [-2,1]z2 = [-2,2], [-1,2]z1 + [2,4]z2 = [—2, 2] (Barth and Nuding [1])).



1 Introduction

The mapping
fap(x) = Az + Blz], (1.1)

where A, B € R"*", is called an absolute value mapping (the absolute value of a vector is
understood entrywise). In this report we are solely interested in condition under which f4p
is bijective, i.e., is a one-to-one mapping of R" onto itself. We show below that the problem
is closely connected with regularity of interval matrices.

Our result given in Theorem 3 can be also seen as a necessary and sufficient condition for
unique solvability of an absolute value equation

Az + Blz| =b

for each right-hand side b € R”, a property for which only sufficient conditions have been
known so far.

2 Auxiliary results

For the proof of the main theorem we shall need two auxiliary results that are of independent
interest. Let us recall that a square matrix is called a P-matrix if all its principal minors

are positive. The first result is due to Murty [2, Thm. 4.2]; 7 and = are defined by
zt = max(z,0), z~ = max(—z,0) (entrywise).

Theorem 1. Let C € R™* ™. Then the mapping
go(z) =2t - Cz~
s a bijection of R™ onto itself if and only if C is a P-matriz.
The second result is due to Rump [4, Thm. 4.1]. The set of the form
[F-G F+G={H|F-G<H<F+G}

where F,G € R"" G > 0, is called an interval matrix and it is said to be regular if each
matrix H contained therein is nonsigular.

Theorem 2. Let C' — I be nonsingular. Then C is a P-matriz if and only if the interval
matriz

(C—D"YC+I)-1I,(C-I)"HC+1)+1]

15 reqular.

In the original Rump’s formulation nonsingularity of both C' — I and C + I was assumed;
it was shown later in [3, Thm 2] that the second assumption is superfluous.



3 Characterization

Asgsume that A + B is nonsingular; then we can define the matrix
C=(A+B)Y(4-B)
which satisfies
C-1 = (A+B) ' (A-B)—(A+B) Y(A+B)=-2(A+B) 'B,
C+1 = (A+B) ' (A-B)+(A+B) Y(A+B)= 2(A+B) !4,

and C —I becomes nonsingular under an additional assumption of nonsingularity of B. Then
we can introduce a matrix D by

D=(C-0)""C+1)=-B " (A+B)(A+B)'A=-B'A.

Theorem 3. Let both B and A+ B be nonsingular. Then the mapping (1.1) is a bijection
of R™ onto itself if and only if the interval matrix

[D—1, D+ 1]
15 reqular.
Proof. Because x and |z| can be decomposed as x =z —z~ and |z| = " + 2, we have
fapl®) = A" -2 )+ B +2) = (A+ Byt — (A- Bla
= (A+B)@@" - Cx7) = (A+ B)go(r)

and since A+ B is nonsingular, f,p is a bijection of R" onto itself if and only if g possesses
the same property which by Theorem 1 is the case if and only if C' is a P-matrix. Now, by
Theorem 2, C' is a P-matrix if and only if the interval matrix

[D—1I,D+1]

is regular which concludes the proof. O

4 Checking

Thus checking bijectivity of f4p may be performed by the following MATLAB file whose
subroutine can be downloaded from http://uivtx.cs.cas.cz/~rohn/other/regising.m.

function b=bijectivity(A,B)

yA
% b== 1: the mapping x --> A*x + Bxabs(x) is bijective,
% b==-1: the mapping is not bijective.
yA
n=size(A,1); I=eye(n,n);
if rank(B)<n || rank(A+B)<n
error (’Condition not satisfied.’)
end
D=-inv(B)*A;

S=regising(D,I);
if isempty(S), b=1; else b=-1; end
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