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Abstract

Microarrays present new powerful technique
for high-throughput, global transcriptomic
profiling of gene expression. It permits to
investigate the expression levels of thousands of
genes simultaneously. The global snapshots of
gene expression, both among different cell types
and among different states of a particular cell
type can help in identifying candidate genes that
may be involved in a variety of normal or disease
processes. This promises to provide insight into
the pathophysiology of human syndromes such
as cardiovascular diseases, whose etiologies
are due to multiple genetic factors and their
interaction with the environment.

Microarrays also present new statistical
and bioinformatical problems because the data
are very high dimensional with very little
replication. Almost all research employing
microarray expression analysis depends heavily
on statistical analysis to extract the most useful
information from the huge number of data points
generated.

The aim of this paper is to present
possibilities of use of microarrays for identifying
candidate genes for cardiovascular diseases
and specially attention is devoted to statistical
methods for identifying differentially expressed
genes from microarray data.

Keywords: microarray, gene expression,
cardiovascular diseases, microarray data, SAM,
Bayes T-test, samroc, Zhao-Pan method.

1. Introduction

Identification of genetic determinants that predispose
to common diseases such as cardiovascular diseases
is a major challenge for current biomedical research.

PhD Conference *08

Despite recent advances in molecular and statistical
genetics and the availability of complete genome
sequences of humans and animal models, however,
the underlying molecular pathogenic mechanisms for
these disorders are still largely unknown. Nowadays
a valuable tool for increasing our understanding
of the regulatory and functional complexity of the
molecular basis of multifactorially determined diseases
is expression profiling.

Gene expression profiling is a logical next step after
sequencing a genome: the sequence tells us, what the
cell could possibly do, while the expression profile
tells us, what it is actually doing now. Genes contain
the instructions for making messenger RNA (mRNA),
but at any moment each cell makes mRNA from only
a fraction of the genes it carries. If a gene is used to
produce mRNA, it is considered “on”, otherwise ~off”.
Expression profiling experiments involve measuring the
relative amount of mRNA expressed in two or more
experimental conditions. This is because altered levels
of a specific sequence of mRNA suggest a changed
need for the protein coded for by the mRNA, perhaps
indicating a homeostatic response or a pathological
condition. Therefore gene expression profiling can help
in identifying candidate genes that may be involved in
a variety of normal or disease processes. Additionally,
characterization of genes abnormally expressed in
diseased tissues may lead to the discovery of genes that
can serve as diagnostic markers, prognostic indicators or
targets for therapeutic intervention.

The development of several gene expression profiling
methods, such as comparative genomic hybridization
(CGH), differential display, serial analysis of gene
expression (SAGE) and gene microarray, together with
the sequencing of the human genome, has provided
an opportunity to monitor and investigate the complex
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cascade of molecular events leading to cardiovascular
diseases [2]. High-throughput technologies can be
used to follow changing patterns of gene expression
over time. Among them, gene microarray has become
prominent because it is easier to use, does not require
large-scale DNA sequencing, and allows for the parallel
quantification of thousands of genes from multiple
samples. Nowadays gene microarray technology is
rapidly spreading worldwide and has the potential
to drastically change the therapeutic approach to
patients affected with cardiovascular or others complex
diseases [3]. Therefore, it is important to know the
principles underlying the analysis of the huge amount
of data generated with microarray technology.

2. Microarray technology

Microarray technology takes advantage of hybridization
properties of nucleic acid (DNA or RNA) and uses
complementary molecules attached to a solid surface,
referred to as probes, to measure the quantity of specific
nucleic acid transcripts (mRNA) of interest that are
present in a sample, referred to as the target. The
molecules in the target are labelled, and specialized
scanner is used to measure the amount of hybridized
target at each probe, which is reported as an intensity.
The raw or probe-level data are the intensities of
each spot on the hybridization array, from which the
initial concentrations of the corresponding transcripts
are inferred.

Various manufacturers provide a large assortment of
different platforms. The different platforms can be
divided into two main classes that are differentiated by
the data they produce. The high-density oligonucleotide
array platforms produce one set of probe-level data
per microarray with some probes designed to measure
specific binding and others to measure non-specific
binding. The two-color spotted platforms produce two
sets of probe-level data per microarray (the red and
green channels), and local background noise levels are
measured from areas in the glass slide not containing
probes [4]. Despite the differences among the different
platforms, the steps of microarray data analysis are
similarly to all microarray technology.

3. Microarray data analysis

Microarray experiments produce a huge amount of data.
A single microarray run can produce between 100,000
and a million data points, and a typical experiment may
require tens or hundreds of runs [5]. Microarray data
analysis consist of three parts: (i) data preparation, in
which data are adjusted for the downstream algorithms;
(i1) algorithm selection for data analysis; and (iii)
interpretation, in which the results from the algorithms
are explained in a biological context. In Fig. 1 are shown
the major phases of microarray data analysis (colored
icons) and their connectivity (arrows) in the microarray
workflow process.

Streamlined Microarray Analysis

Normalize

*Present/Absent
«Minimum value
«Fold change

(RMA)

=t-tes
=SAM
=Rank Product

Gene lists

Figure 1: Microarray data analysis.
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3.1. Low-Level analysis

Primary image data having been collected from
a microarray experiment. The aims of the first
level of analysis, so-called low-level analysis or
data preprocessing, are image analysis, background
elimination, filtration, normalization and data
transformation, all of which should contribute to the
removal of systematic variation between chips, enabling
group comparisons.

Image analysis permits us to convert pixel intensities
in the scanned images into probe-level data. Many
image-processing approaches have been developed,
among which the main differences relate to how
spot segmentation, distinguishing foreground from
background intensities, is carried out [4]. Another
important  preprocessing step is normalization.
Normalization involves comparing different microarrays
relative to some standard intensity value. This could
be the overall intensity of the microarray, the overall
intensity of all of the genes on the microarray,
the intensity of so-called housekeeping genes (the
expression of which are supposedly constant), or
spiked targets, containing a known and constant
amount of a labelled control. Negative normalization
controls might be represented by target sequences from
a different organism. Several normalization approaches
have been introduced, and are discussed elsewhere [4].
Data are often then subjected to log transformation to
improve the characteristics of the distribution of the
expression values.

3.2. Statistical analysis

Microarrays present new statistical problems because
the data are very high dimensional with a very small
number of replications. A common task in analyzing
microarray data is to determine which genes are
differentially expressed across two tissue samples or
samples obtained under two experimental conditions.

In early days, the simple method of fold changes was
used. Simple and intuitive, this method, involves the
calculation of a ratio relating the expression level of
a gene under control and experimental conditions. An
arbitrary ratio (usually 2-fold) is then selected as being
”significant.” Because this ratio has no biological merit,
this approach amounts to nothing more than a blind
guess. The selection of an arbitrary threshold results in
both low specificity (false positives, particularly with
low-abundance transcripts or when a data set is derived
from a divergent comparison) and low sensitivity (false
negatives, particularly with high-abundance transcripts
or when a data set is derived from a closely linked
comparison) [6]. It is now accepted that the use of the
fold change method should be discontinued.
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Since then, many more sophisticated methods have been
proposed (e.g. Chen et al 1997, Efron et al 2000, Ideker
et al 2000, Newton et al 2001, Tusher et al 2001, Lin
et al 2001, Pan et al. 2001) [3]. It has been also noticed
that data based on a single array may not reliable and
may contain high noises. As the technology advances,
microarray experiments are becoming less expensive,
which make the use of multiple arrays feasible. Most,
if not all, statistical tests can be modified accordingly
for a multiple comparison adjustment.

In this section I would like to review more in detail
two types of parametric methods (such as T-test
and Bayes T-test) and three types of non-parametric
methods (such as samroc, SAM, and a modified mixture
model proposed by Zhao and Pan) recently used for
identifying differentially expressed genes in microarray
data. Suppose that the experimental data consist of
measurements y,; under two conditions, where i (i =
1,2,...,k) denotes the i-th array, g (¢ = 1,2,...,G)
denotes the g-th gene, and k; and k5 are the number of
arrays for each condition, that is, & = k1 + ko. Let the
sample means and the sample variances of y,;’s for gene
g under two conditions be denoted as 4, 331 and, Y,
55272 respectively. Here, diff is the difference between 4
and 7o, and s, and Se, represent the pooled standard
deviation and the standard error of the diff across the
replicates for the gene, respectively.

3.2.1 T-statistics: The two sample T-statistics
with two independent normal samples without assuming
the equal variances between two samples could be
written as follows:

_diff o s sk
= Se, ,Seq = o + o

tg
A gene with very small variance due to its low
expression level contributes to have large absolute t-
value regardless of the mean difference under two
conditions, and thus this gene can be selected as the
differentially expressed gene although it is not truly
differentially expressed. To overcome this problem
of the traditional T-test, various methods have been
proposed. Among these methods, there are SAM and
samroc (see below).

3.2.2 Bayes T-test: Baldi and Long [7]
developed a Bayesian probabilistic framework for
microarray data analysis. Their statistics is used to
solve small variance problems in low expression level
and uses the parametric Bayesian method to have
the parameters (mean, standard deviation and so on.)
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for T-statistics. This statistics is well known for its
effectiveness in analyzing the samples having small
size, but it still heavily depends on the parametric
assumption. Bayes T-test uses the estimate of parameters
such as population mean (;) and variance (0?) by
Bayesian method instead of sample mean and sample
variance of the traditional T-statistics. The mean of
posterior estimate in each group is given as

2
ViOn;

R L
)UJ] /u‘n_]7 J Z/j _ 2a
where the mean of the posterior estimate (u,;) is
a convex weighted average of the prior mean (po;) and
the sample mean y; for group j, j = 1,2, that is,

P N —
" Aoj + K 03 Xoj + ki 77

The hyperparameters i, and 0.72» /Ao; can be interpreted
as the location and the scale of y;, respectively, and k; is
the sample size for each group. o2 ; 1s posterior variance
component and posterior sum of squares is

vion; = vo;00;+(ki—1)s2+Xojk; / (Noj+k;) (F;—pos)?,

and the posterior degree of freedom is v; = vg; + kj.
In Bayes T-test, the hyperparameters for the prior vy;
and o can be interpreted as the degree of freedom and
scale of JJZ, respectively [7]. Owing to the complicated
theoretical background, I will not discuss it here in
more detail. This statistics is currently implemented
in the Limma software package [8] as part of project
Bioconductor accessible at www.bioconductor.org .

3.2.3 Significant analysis of microarrays
(SAM): To avoid the small variance problem of
T-test, SAM uses a statistics similar to T-statistics and
the permutation of repeated measurements to estimate
the false discovery rate [9]. At low expression levels,
the absolute value of ¢, can be high because of small
values in Se,. The shortcoming of the traditional T-test
is that genes with small sample variances due to the low
expression levels have high chance of being declared
as the differentially expressed genes. Thus SAM added
a small positive constant a to alleviate this problem. The
SAM statistics is

dif f 1 1
L ge — Il
Seg+a’ €g = 84 +

tsam =

ki kg’
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where the value for a is chosen to minimize the
coefficient of variation. SAM is similar to the method
by Efron et al. [10], which use a to be equal to the
90th percentile of the standard errors of all the genes.
SAM assigns a score based on changes that is related to
the standard deviation of repeated measurements for that
gene. Genes with scores greater than a cutoff value are
determined to be significant.

3.2.4 Samroc: Broberg [11] proposed
a method for ranking genes in the order of likelihood of
being differentially expressed, which is often called as
samroc. The main purpose of this method is to estimate
the false negative (FN) and false positive (FP) rates.
The procedure sets out to minimize these errors. The
samroc method is similar to SAM, although an added
constant in the denominator of the statistics is different.
The proposed statistics is

dif f
Seg+b

tsam -

Main interest is to find the optimal constant b for
given significance level of «. This procedure proposed
a criterion, which is the distance of points on the curve
to the origin, for choosing a good receiver operating
characteristic (ROC) curve. ROC curve allows users
to compare the FP error rate and FN error rate of
various test statistics without involving P-values. This
minimizes the number of genes that are falsely declared
positive and falsely declared negative for a given
significance level of o and a value b [11].

3.2.5 Zhao-Pan method: Zhao and Pan [12]
adopted a modified non-parametric approach to
detect the differentially expressed genes in replicated
microarray experiments. The basic idea of this non-
parametric method lies in estimating the null distribution
of test statistics, say Z,, by directly constructing
a null statistics, say z,4, such that the distribution of
zg is the same as the distribution of Z, under the
null hypothesis. This avoids the strong assumptions
about the null distribution of the parametric methods.
A common problem with these methods is that the
numerator and the denominator of z, and Z, are
assumed to be independent of each other. In practice,
this independency is violated by z4, and z, and Z, are
used to overcome this problem. For more details refer to
the Zhao and Pan [12].
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Method Sample Distributional Equal variance
assumption
between groups

T-statistics  Large Strong Unequal

B-statistics  Small Strong Unequal

SAM Small None Equal

samroc Small None Equal

Zhao-Pan Large Weak Equal

Table 1: The main features of the statistical methods .

Table 1 summarizes main features of the previous
described methods in the context of sample size,
distributional assumption, and variance condition
between two groups. In general, SAM, samroc and
Bayes T-test are known to work well with the small
sample size, and T-statistics and Zhao-Pan method
are known to perform well with large sample size.
This difference may be related to the fact that SAM
and samroc do not need any distributional assumption,
whereas the others need distributional assumptions for
the analysis. Of these five methods, SAM, samroc and
Zhao-Pan method require the equal variance assumption
between two groups.

3.3. High-Level analysis

High-level microarray analysis is required to identify
groups of genes that are similarly regulated across
the biological samples under study. A variety of
mathematical procedures have been developed that
partition genes or samples into groups, or clusters, with
maximum similarity, thus enabling the identification of
gene signatures or informative gene subsets. Methods
for classification are either unsupervised or supervised.
Supervised methods use existing biological information
about specific genes that are functionally related
to “guide” or test” the cluster algorithm. With
unsupervised methods, no prior test set is required. The
most commonly employed unsupervised classification
methods are the clustering techniques [13]. However
discussion of these techniques more in detail is beyond
the scope of this paper.

Conclusion

Nowadays comprehensive gene expression approaches
like microarrays have fundamental role in providing
basic information integral to biological and clinical
investigation of complex diseases such as cardiovascular
diseases. The statistical analysis of microarray data is
probably the most difficult problem associated with
the use of these technique. We can see, that the
selection of the significant genes heavily depends on
the choice of the testing methods. We can also see
that the performance of the testing methods is affected
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by sample size, distributional assumption, the variance
structure and so on (see Table 1). Therefore, to obtain
the reliable testing results for detecting significant genes
in microarray data analysis, we first need to explore
the characteristic of the data and then apply the most
appropriate testing method under the given situation. It
is also important to choose the measure of differential
expression based on the biological system of interest and
particular problem specification. In a situation where the
most reliable list of genes is desirable, the best approach
may be to examine the intersection of genes identified
by more methods.

In our future work we would like to apply the
statistical methods described in this paper to the real
microarray dataset from project of Centre of Biomedical
Informatics (The goal of this experiment is to
identify genes that are differentially expressed in acute
myocardial infarction patients and cerebrovascular
accident patients) and compare selected top significant
genes by each of testing methods and also compare
it with reference selected candidate genes (from
well-curated publicly available databases), which are
believed to be truly differentially expressed.
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Abstract dynamic logic, and present some basic observations on
the proposed model.

The paper introduces a logical framework

for representing costs of program runs in The paper has the following structure: A brief
fuzzified propositional dynamic logic. The costs description of t-norm fuzzy logics and their cost-
are represented as truth values governed by based interpretation is given in Sections 2 and 3. The
the rules of a suitable t-norm fuzzy logic. apparatus of propositional dynamic logic is recalled
A translation between program constructions in Section 4. A combination of these approaches,
in dynamic logic and fuzzy set-theoretical leading to a model of costs of program runs in

operations is given, and the adequacy of the
logical model to the informal motivation is
demonstrated. The role of tests of conditions in
programs is discussed from the point of view
of their costs, which hints at the necessity of
distinguishing between the fuzzy modalities of
admissibility and feasibility of program runs.

fuzzified propositional dynamic logic, is given in
Section 5. The role of tests of conditions in programs,
which necessitates distinguishing the feasibility and
admissibility of program runs in fuzzified propositional
dynamic logic, is discussed in Section 6.

It should be noted that the paper only presents an initial
sketch of the proposed approach to logical modeling of

1. Introduction program costs. The work on this approach is currently in

progress and a more comprehensive elaboration is being
It has been argued in [1] that t-norm fuzzy logics can prepared, with Marta Bilkova and Petr Cintula as co-
be interpreted as logics of resources or costs, besides authors.

their usual interpretation as logics of partial truth.
Particular instances of costs are the costs of program

runs: typically, a run of a program needs various kinds of 2. T-norm fuzzy logic

resources like machine time for performing instructions,

operational memory or disk space for data, access to In this section we give a short overview of the most
peripheries or special computation units, etc. Depending important t-norm fuzzy logics that will be needed later
on the amount of the resources needed, some runs of on. Only the standard semantics of t-norm fuzzy logics
programs can be more costly than others. The most is presented here, as it suffices for the needs of this
usual logical model of programs and program runs is paper. For more details on t-norm logics, including their
presented by propositional dynamic logic, which will axiomatic systems and general semantics, see [2, 3].

be used as a basis for the present generalization. The

aim of this paper is to sketch a logical framework for In the standard semantics, formulae of t-norm fuzzy
handling the costs of program runs by means of fuzzy logics are evaluated truth-functionally in the real
logic, with programs modeled abstractly in propositional unit interval [0,1]; i.e., propositional connectives
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are semantically realized by operations on [0,1]. In
particular, the connective called strong conjunction &
is in t-norm fuzzy logics realized by a left-continuous
t-norm, i.e., a left-continuous binary operation on [0, 1]
which is commutative, associative, monotone, and has
1 as its neutral element. The most important (left-)
continuous t-norms are

x xg y = min(x,y) Godel t-norm

TH Y =T Y product t-norm

x* y =max(0,2 +y—1) Lukasiewicz t-norm

Every left-continuous t-norm * has a unique residuum
=, defined as

r=.y=sup{z | zxz <y},

which interprets implication — in the logic L(x) of the
left-continuous t-norm *. If x < y, then x =, y = 1; for
x > y the residua of the above three t-norms evaluate as
follows:

r=cy =Y
r=>ny=y/z

r=py=min(l,1 —x+vy)

Further propositional connectives of L(x) are interpreted
in the following way:

e Negation ~as —,x =2 =, 0
e FEquivalence < as

TS,y =min(z =, Y,y =« )

e Disjunction \ as the maximum, and

e Weak conjunction A as the minimum

Optionally, the delta connective A is added to L(x) with
standard interpretation Az = 1 ifx = 1, and Az = 0
otherwise. (We shall always use t-norm logics with A in
this paper.) The algebra

[0,1], = ([0, 1], ,=,V,A,0,A)

defining an interpretation of propositional t-norm logic
is called the r-algebra of * (with A).

Formulae that always evaluate to 1 are called fautologies
of the logic L(x). The formulae that are tautologies of
L(x) for all * from some class K of left-continuous t-
norms form the t-norm logic of the class K. In particular,
Hajek’s [2] logic BL is the logic of all continuous t-
norms and the logic MTL of [3] is the logic of all left-
continuous t-norms: these general logics capture rules
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valid independently of a particular t-norm realization
of &. The proofs in this paper will be carried out in the
logic MTL, thus sound for all left-continuous t-norms.

Propositional t-norm logics can be extended to their
first-order and higher-order variants. These are needed
for mathematical reasoning about fuzzy properties and
will be employed later in this paper. For the formal
apparatus of first-order fuzzy logic I refer the reader to
[2]; Higher-order fuzzy logic has been introduced in [4]
and described in a primer [5] freely available online.
Here we shall only recall that the quantifiers V, 3 are
respectively realized as the infimum and supremum of
the truth values, and that higher-order logic is a theory
of fuzzy sets and relations with terms {z | ¢(x)}, each
of which represents the fuzzy set to which any element
x belongs to the degree given by the truth value of the
formula p(z).

3. Fuzzy logics as logics of costs

In fuzzy logic, truth values = € [0,1] are usually
interpreted as degrees of truth, with 1 representing
full truth and O full falsity of a proposition. As
argued in [1], the truth values can also be interpreted
as measuring costs, with propositional connectives
representing natural operations on costs. Under this
interpretation, we abstract from the nature of costs (be
they time, money, space, or any other kind of resources)
and only assume that they are linearly ordered and
normalized into the interval [0, 1].

(The assumption of linear ordering can actually be
relaxed to more general prelinear orderings, which
cover most usual kinds of resources. In particular,
direct products of linear orderings fall within the class,
which allows vectors of costs, e.g., pairs of disk space
and computation time, to be represented within this
framework. In general, the cost-interpretation of fuzzy
logic is based on the fact that most common resources
show the structure of a prelinear residuated lattice.
However, for simplicity we shall only consider linearly
ordered costs that can be embedded in the real unit
interval here.)

Under the cost-based interpretation, the truth value 1
represents the zero cost (“for free”) and the truth value 0
represents a maximal or unaffordable cost. Intermediary
truth values represent various degrees of costliness, with
the usual ordering of [0, 1] inverse to that of costs
(the truth values can thus be understood as expressing
degrees of truth of the fuzzy predicate “is cheap”).
Strong conjunction & represents the fision of resources,
or the “sum” of costs. Various left-continuous t-norms
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represent various ways by which costs may sum, and
particular t-norm logics thus capture the rules that
govern particular ways of cost addition. For example,
the Lukasiewicz t-norm g corresponds to the bounded
sum of costs: assume that costs sum up to a bound b > 0;
if we normalize the interval [0, ] to [0, 1] with the cost
¢ € [0,b] represented by 1 — ¢/b € [0,1], then the
bounded sum on [0, b] corresponds to the Lukasiewicz
t-norm on [0, 1], since

(I-z)s (1-y)=1—(z+y)

unless the bound 0 (representing b) is achieved.
Similarly the product t-norm corresponds to the
unbounded sum of costs (via the negative logarithm),
with O representing the infinite cost. The Gddel t-norm
corresponds to taking the maximum cost as the “sum”,
which is also natural for some kinds of costs (e.g., the
disk space for temporary results of calculation, which
can be erased before the program proceeds). Other left-
continuous t-norms correspond to variously distorted
addition of costs, possibly suitable under some rare
circumstances.

Obviously, disjunction and weak conjunction
correspond, respectively, to the minimum and maximum
of the two costs. The meaning of implication is that of
surcharge: the cost expressed by A — B is the cost
needed for B, provided we have already got the cost
of A. (Observe that if the cost of B is less than or equal
to that of A, then indeed A — B evaluates to 1, as we
have already got the cost of B if we have the cost of A;
i.e., the “upgrade” from A to B is “for free”, which is
represented by the value 1.) The equivalence connective
represents the “difference” (in terms of &) between two
costs, and negation the remainder to the maximal cost.

Tautologies of a given t-norm logic represent
combinations of costs that are always “for free”. More
importantly, tautologies of the form A; & ... & A,, — B
express the rules of preservation of “cheapness”, as their
cost-based interpretation reads: if we have the costs
of all A; together, then we also have the cost of B.
Particular t-norm fuzzy logics thus express the rules
of reasoning salvis expensis, in a similar manner as
classical Boolean tautologies of the above form express
the rules of reasoning salva veritate.

In the following sections we shall apply this
interpretation of fuzzy logic to a particular kind of
costs, namely the costs of program runs as modeled
in propositional dynamic logic.
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4. Propositional dynamic logic

Propositional dynamic logic (PDL) provides an abstract
apparatus for logical modeling of behavior of programs.
For details on PDL see [6, 7].

PDL models programs as (non-deterministic) transitions
in an abstract space of states. (As such, PDL programs
can represent any kind of actions over an arbitrary
set of states, not only programs operating on the
states of a computer; the applicability of both PDL
and the present approach is thus much broader
than just to computer programs.) Programs can in
PDL be composed of simpler programs by means
of a fixed set of constructions (the usual choice is
that of regular expressions with tests, by which all
common programming constructions are expressible),
applied recursively on a fixed countable set of atomic
programs (representing, e.g., the instructions of a
processor). Propositional formulae of PDL express
Boolean propositions about the states of the state space,
and include, besides usual connectives of Boolean logic,
modalities corresponding to programs, by means of
which it is possible to reason about programs and their
preconditions and postconditions.

Formally, the sets Form of formulac and Prog of
programs of PDL are defined by simultaneous recursion
from fixed countable sets of atomic formulae and atomic
programs as follows:

e Every atomic formula is a formula; every atomic
program is a program.

o If ¢ and ¢ are formulae, then —¢ and (¢ A ¥)
are formulae (meaning not ¢ resp. o and ). The
abbreviations T, L, (¢ V ¥), (¢ — 1), and
(¢ <> 1) are defined as usual in Boolean logic,
with usual conventions on omitting parentheses.

e If @ and 3 are programs, then o*, (o U ), and
(cv; B) are programs (meaning repeat « finitely
many times, do « or (3, and do « and then 3,
respectively, where or and finitely many means a
non-deterministic choice).

e If ¢ is a formula and « is a program, then [ is
a formula (meaning ¢ holds after any run of «).
The expression () abbreviates —[a]—p.

e If © is a formula, then ¢7 is a program (meaning
continue iff p).

The semantic models of PDL are multimodal Kripke
structures (W, R, V') with W a non-empty set (of states),
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R: Prog — 2"° an evaluation of programs by
binary relations on W (representing possible transitions
between states by the program), and V : Form — 2V
an evaluation of formulae by subsets of W (namely, the
sets of verifying states), such that

Vo, =W\V, )]
V¢A¢ = V<p N Vw 2)
Viaye = Ba = Vo (€)
Ra;ﬁ = RsoRp “)
Raup = Ra U Ry (5)
R. = R}, (6)
Ry, =1dNV, (7)

where o denotes the composition of relations, — the
preimage under a relation, R* the reflexive and transitive
closure of R, and Id the identity of relations. A formula
¢ is valid in the model iff Vi, = W, and is a tautology
iff is valid in all models.

PDL is sound and complete w.r.t. the axiomatic system
consisting of all propositional tautologies, the axioms

[a; Bl < [a][Blp ®)
[a U Ble < [alp A [Ble ©
[a*]p < o Ala][a™]p (10)
[? < (p — ) (11)
[a](p — ¥) — ([a]e — [a]y) (12)

and the rules of modus ponens (from ¢ and ¢ — ¥
infer ), necessitation (from ¢ infer [a]p), and induction
(from ¢ — [a]y infer p — [a*]p).

For simplicity, we shall not consider expansions of
PDL by further program constructions like intersection,
converse, etc.

5. Modeling the costs of program runs

PDL does not take costs of program runs into
consideration. In PDL, possible runs of a program o
are modeled as transitions from a state w to a state
w’ such that R,ww’. The relation R, representing the
program « is binary (crisp): thus the states w’ are either
accessible or unaccessible from w by a run of a. In
practice, however, it often occurs that although a state
w’ is theoretically achievable from w by «, the run of
a from w to w’ is not feasible—e.g., is too long (for
example, needs to perform 10'%° instructions, a frequent
case in exponentially complex problems), requires too
much memory, etc. Obviously, such unfeasible runs
should not play a role in the practical assessment
whether some condition ¢ can or cannot hold after
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the possible runs of «. Nevertheless, classical PDL
cannot exclude such unfeasible runs, as there is no sharp
boundary between feasible and unfeasible runs (i.e., the
feasibility of runs is a fuzzy property).

A more realistic model can be obtained by considering
costs of program runs, by means of which we can
measure their feasibility. A simple model, which
nevertheless covers many common situations, would
assign the triple o, w,w’ such that R,ww’ in a model
of PDL a real number C,ww’ representing the cost of
the run of o from w to w’. The cost thus would be
represented by a function

C': Prog x W? — [0, +oq],

i.e., we are weighting the arrows in the co-graph of R,
by their costs; we assign the cost +co to impossible
runs with =R ww’. The cost of arun of aq; an;. .. 5 vy
going from wy through w;, ws, ... to w, would be a
function f (most often, the sum) of the costs of the
runs of «; from w;_; to w;. If there are different paths
between wy and w,, through which ay; as;...;«)p can
run, we are interested in the cheapest path, i.e., the run
of «; B from w to w’ will be understood as costing

Copww’ = inf f(Coww”, Caw’w').  (13)

This model would allow us to work with the costs of
program runs in the expanded models of PDL and define
and investigate many useful notions related to costs by
means of classical mathematics and logic. Nevertheless,
since the important property of feasibility of a program
run is essentially a fuzzy predicate, we shall recast
this model in terms of the cost-based interpretation of
fuzzy logic. This will allow us to employ fuzzy logic
for a convenient definition of feasible runs and use
the apparatus of fuzzy logic for reasoning about the
costs on the propositional level, by replacing classical
rules of reasoning with those of fuzzy logic. For a
methodological discussion of this approach see [4, 5, 8,
9].

Thus we shall assume that the structure of costs
is that of some t-norm algebra (see Section 3 for
possible extension to more general algebras). Then,
instead of weighting the arrows in the co-graph of R,,
with costs, we can directly replace R, with a fuzzy
relation R,, € [0, 1]W2 , with the truth values of R ww’
representing the cost of the run of o from w to w’.

Since the sum of costs now translates to conjunction in
a suitable t-norm logic and since we are interested in the
cheapest runs if more paths are possible, (13) now
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translates to

Ro.pww’ = (Fw”)(Raww” & Rpw'w') (14)
with logical symbols interpreted in a t-norm fuzzy logic,
i.e., in semantics,

Ra.pww’ = sup,, (Roww” * Rgw'w')

It can be observed that the formula (14) has exactly the
same form as in classical PDL where R,.3 = R, o Rg,
since by definition

(Ra © Rg)ww' = (Fu")(Roww” & Rgw"w') (15)

The only difference between (14) and (15) is that
the relations in (14) are fuzzy, and that the logical
operations are (therefore) interpreted in a t-norm fuzzy
logic instead of Boolean logic. This is in fact a general
feature of using the framework of formal fuzzy logic that
natural definitions usually take the same form as in the
crisp case, only with the logical symbols reinterpreted
in fuzzy logic (cf. [4, 5, 8, 9]): we shall see that
further definitions will follow this pattern, too. Indeed,
analogously to (15) it is usual [10] in fuzzy logic to
define the composition of fuzzy relations Rand S as

(Ro S)ww' = (Fw")(Rww” & Sw'w'), ie.,

= sup,, (Rww” * Sw"w')
Consequently, we can write
R = Ra o By

in our setting, in full analogy with the definition (4) of
R in classical PDL.

Similarly it is natural to assume Rauﬁ = R, U Rg
as in (5), where (R U S)ww' is defined for any fuzzy
relations R, S as Rww’ V Swuw’, since the cost of a run
of oo U 3 between w and w’ should be the smaller of
the two costs of the runs of « and (3 between the same
states (which in [0, 1], is represented by the larger of
the two truth values). Analogously one verifies that the
cost of a* is represented by the transitive and reflexive
closure R, of the fuzzy relation R,, defined as usual in
the theory of fuzzy relations [10], in full analogy to (6).

The reinterpretation in fuzzy logic of (3), which expands
to

yields a very natural modality expressing that after a
feasible run of « the condition ¢ can hold. (Notice that
this definition reflects the motivation for taking the costs
of program runs into account, described in the beginning
of this section.)

(Fuw')(Roww' & V,w')
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It can be observed in (16) that even if V,, is crisp, a
fuzzy R, will yield a fuzzy V(.. Thus, because of
the interplay of programs and formulae in PDL, our
fuzzification of programs necessitates a fuzzification of
formulae as well. A model of our fuzzified PDL is thus
a triple (W, R, V), where W is a non-empty crisp set
of states, R maps programs « to fuzzy relations R, €
0,1]"7, and V gives fuzzy sets V,, € [0,1]" of states
which fuzzily validate ¢ (i.e., f/q,w is the truth value of
p in w).

Thus in the fuzzified (16), which reads

V<a>¢w = (3u')(Royww' & V'), (17)
the subformula R,ww’ can be understood as expressing
the fuzzy proposition “w’ is cheaply accessible from
w by a run of «” (which is a fuzzy-propositional
reading of the cost represented by R,ww’) and V'’
as the fuzzy proposition “p holds in w’” (viz, to the
degree expressed by V,uw'). Both R,ww' and V'
can thus be understood as fuzzy propositions, and their
combination in a single formula thus does not present
a type mismatch: we only assume that the cost is
represented by a truth value of the fuzzy proposition “the
run is cheap”, and that the mapping of costs to [0, 1], is
such that the conjunction * of truth values coincides with
summation of costs. (This assumption is more natural
if XZP for non-modal ¢ are assumed to be crisp, since
then the fuzziness of Vj, for modal ¢ arise exactly
from considering the costs R,ww’ in (16). However, in
many real-world applications of fuzzified PDL it may
be desirable to have non-modal formulae fuzzy as well:
then, if different algebras of degrees are needed for
V and R in a particular model, one can use suitable
direct products of t-norm algebras; I omit details here.)
Particular interpretations * of & and particular mappings
of actual costs under consideration to [0, 1], will then
yield concrete ways of calculating the truth values of this
expression in particular models; importantly, however,
the rules of general fuzzy logics like BL or MTL
allow deriving theorems on program costs that are valid
independently of a concrete representation in [0, 1]..

Returning to (16), one can observe that again it coincides
with the usual definition of preimage of a fuzzy set in a
fuzzy relation (see, e.g., [11]). Thus we can write

V((X)s@ =Ra ™ va
again in full analogy with (3).

The derived semantical clause for [a]¢, which in the
classical case reads

Viajpw = (Yo' ) (Roww” — Vouw'), (18)
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yields in the fuzzy reinterpretation

Viaow = (V') (Roww’ — Vyw'), (19)
a useful fuzzy modality expressing that after all feasible
(or cheap enough) runs of « the fuzzy condition ¢ will
hold. (Similar comments as in the case of (a)¢ are
applicable.) The operation defined by (18) for crisp R,
and V,, and by (19) for fuzzy R,, and V,, is denoted by

“ and called the subproduct preimage in [11], where
it is studied as a particular case of BK-subproduct <.
(These notions were introduced by Bandler and Kohout
n [12] for crisp relations and generalized for fuzzy
relations in [13]. Further references to the literature on
< and its properties in fuzzy logic are given in [11].)
Thus we can write

V[a]sa =R, Ve
Viao = Ba 'V

respectively for crisp and fuzzy PDL. Notice that
unlike in classical PDL, [a]¢ and {(a)p are no longer
interdefinable in fuzzified PDL, as the clauses (17) and
(19) do not generally satisfy f/ﬂa)w = f/[a]w, in fuzzy
logic, unless the negation — is involutive. Both [«] and
() therefore need to be present in the language of
fuzzified PDL as primitive symbols.

As an example of theorems that can be proved in our
framework, we shall check the soundness of the axioms
(8)—(12) and the three inference rules of classical PDL in
our fuzzified PDL semantics. The validity of the axiom
(8) in any model M = (W, R, V') is proved as follows:

M = [a; By < [ [Ble
iff Vingle = Viaigle

iff Rap 'V, =R,
iff (R, oRp) ™

Visle

Vo =Ro ™ (Rg ~ V),
where the last identity is an easy property of <, see [11,
Cor. 5.17].

Similarly, the validity of the axiom (9) is proved by

M = [aU Blp < [a]p A Bl
iff  Viaugle = Vialenisle

iff Raup V, = V[ Jo MNA V[a}
iff (RoURp) ™V, = (R

VLP) N (Rﬁ - ‘N/LP)’
where the last identity is again an easy property of —,
see [11, Cor. 5.16]. Notice that weak conjunction A is
in order in the fuzzy version of (9), corresponding in the
proof'to min-intersection defined for any fuzzy sets U, v

as (U Nx Vw = Uw A V.
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In order to verify the axiom (10), we need a few
definitions and lemmata. First, define for any fuzzy
relation R its iterations
R°=1d
R = Ro Rr

(20)
e2y)

for all n € N. Furthermore, the union | J.A of a crisp or
fuzzy set A of fuzzy relations is in higher-order fuzzy
logic defined as

(UA)ww' = (3
Obviously, for any fuzzy relation R,

U

n=0

R)(AR & Ruww').

ir— | B
n=1

woy

by (20). It can trivially be verified that by definitions,

Id <V = V, thus also R* “< V = V, for any fuzzy
relation R and any fuzzy set V. Finally, it can be proved
(cf. [10]) that the transitive and reflexive closure R* of
a fuzzy relation Ris in fuzzy logic characterized in the
same way as in classical mathematics, viz

w= )=o) &
n=0 n=1

Now we can show the soundness of (10), which amounts
to the general validity of V[a oA[a][a]e- We have
the following chain of 1dent1tles justified by definitions
and previous lemmata:

Via*lp = Ry ‘Zp =
~(UR) 7
n=0
= (1au G Ry) =7,

n=1
V., ((Ra o |J R2) m,)
n=0
= Vo DA Viasarlp = Vionlallarle

Notice again that weak conjunction is in order in
fuzzified (10).

The soundness of the rule of induction amounts to the
validity of inferring

V,C R, ™V, from V,C R, “V,.
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By induction, we shall prove that from V,C Ry, ™V,
wecanlnferV C R”““V forallm € N, i.e., by[ ,
Lemma B. 8(L5)]

C () (Br V)

neN

which is by [11, Cor. 5.16] equivalent to the required

Vo< (U B2) ¥,

neN

The first step VW C Rg — ch of the induction is trivially
valid by R 'V, = Id ~* V|, = V. For the induction
step, we need to infer

V, C RV, from V, C R? UV,

i.e., by [14, Th. 4.3(114)],

(R'oR,) " V,CV,, from R,

By [11, Cor. 4.14], the former is equivalent to

which follows from R, ~ ‘790 - f/g, by monotony of —

w.r.t. C[11, Cor. 4.7].

A discussion of the test construction is postponed
to Section 6; therefore we shall skip checking the
soundness of the the axiom (11). The soundness of the
rule of modus ponens and the axioms of propositional
logic is demonstrated in [15], as (W, V) forms the usual
intensional semantics for fuzzy logic. The soundness
of the rule of necess1tat1on amounts to the validity of
1nferr1ngWCR V ie., Ry *WCV from
W C V(p, but since R, only operates on W, it is
immediate that Ra “WCWC Vw

On the other hand, the axiom (12) fails in fuzzy PDL,
as it is well known (already from [2]) that fuzzified
Kripke frames do not in general validate the modal
axiom K. Since also the interdefinability of () and [¢]
fails for non-involutive negation, dual axioms and rules
for () need to be added to a prospective axiomatic
system of fuzzified PDL. I omit the discussion of these
axioms here; it can nevertheless be hinted that since the
relationship between the semantic clauses for («) and
[a] is that of Morsi’s duality [16] (combined with the
duality between fuzzy relations and their converses), the
formulation and soundness of the dual axioms and rules
for {a) can be obtained from the axioms and rules for
[a] automatically by the same duality.
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6. The role of tests

In classical PDL, tests ? have the role in branching
complex programs: they are employed in definitions of
such programming constructions as if-then—else, while—
do, or repeat—until. They do not themselves affect the
state in which a program run is, but bar a further
execution of the program if their condition is not met. A
straightforward fuzzification of the semantic condition
N, RW Id n ‘N/w would interpret tests in fuzzy
PDL as programs which do not change the state, but can
decrease the “passability” of the run through the current
state according to the truth value of the condition ¢.
This, however, does not correspond to the primary
motivation of R,ww’ as the cost of the run of o from
w to w’: the condition ¢ may be cheap to test, but can
have a low truth degree in w, or vice versa. The two
roles of the truth value yielded by the test 7 do not
match in fuzzy PDL: the truth degree of ¢ should affect
the possibility of further execution, while the cost of
performing the test of ( should contribute to the overall
cost of the run of a complex program. Neither of the
two roles can be sacrificed, since the former is necessary
for branching the program (by the fuzzy if-then—else
and cycle constructions), while without the latter we
would be unable to distinguish between feasible and
unfeasible runs (which was our primary motivation for
the fuzzification of PDL).

Unless we want to stipulate that the conventional
complexity (or cost) of a test be identified with the truth
value it yields, thus equating the accessibility of paths
of program execution with their costs (by which the
actual cost of performing the computation is replaced by
a different conventional measure), we may have to admit
that the identification of the feasibility (or cost) value
with the value of accessibility was too bold and that
these two fuzzy relations on 1 have to be distinguished.
If we denote the fuzzy accessibility relation by R, and
the feasibility relation by C., then the test ©? would
contribute to R, by the truth value of ¢, while to Ca by
the cost of performing the test. For instance, performing
a test of a difficult tautology may contribute a lot to the
cost of the run, while not decreasing the “correctness”
degree of the run at all. We may then distinguish the

modality (a)ég@ expressing that there is a “correct” run
RNC

to a state where ¢ holds from () ¢ expressing
that there is a “correct feasible” run validating ¢ (all
conditions understood fuzzily). Their semantic clauses
are, respectively:

ayRpW = (Fuw')(Roww & V,w')

Viayrne ,w = (Fuw")(Roww' & Crpww’ & Vw')

The apparatus of costs of program runs thus appears
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to operate best on PDL with fuzzified accessibility
relations of programs, whose truth degrees do not
express the degrees of feasibility (or costs) of
program runs, but the degrees of their admissibility
(or “correctness”, in the sense of the satisfaction
of conditions passed through). The fuzzification of
admissibility can be developed independently, without
regarding costs of runs at all, thus making the same
idealization as regards costs as classical PDF, i.e., with
equating feasibility and admissibility of runs. Such
fuzzification only generalizes the framework of PDL
to permit fuzzy conditions like “if the temperature is
high, do o” (which may be quite useful in real-world
applications) and a measure of “correctness” of some
transitions between states by programs (capturing for
instance such phenomena as rounding numerical results
etc.).

Adding moreover the apparatus for costs then makes
the (already fuzzified) model more realistic by the
possibility of distinguishing not only (the degree of)
correctness, but also (the degree of) feasibility of (more
or less correct) runs of programs. The double nature
of tests regarding the truth and cost degrees, however,
seems to exclude the possibility of adding the apparatus
of costs directly to crisp rather than already fuzzified
PDL, unless we forbid tests on feasibility (e.g., of the
form ((a)®"¢p)?), which automatically fuzzify the
admissibility of runs.

Various kinds of restrictions on tests (e.g., allowing only
tests of atomic formulae, non-modal formulae, formulae
not referring to feasibility, etc.) would, however,
strongly affect the requirements on the models and
their properties. An elaboration of these considerations
is left for future work, as are the problems of
axiomatizability of such systems of fuzzy PDL and a
detailed investigation of their properties.
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Abstract In the area of processes in medical care, most of the
authors distinguish two main categories [1]. Firstly,

Process modelling has proven itself as a there are processes that directly relate to treatment of

useful technique for capturing the work practice a patient (e.g. describing treatment of a patient with
in companies. In this paper, we focus on its a chronic ailment), and secondly there are processes
usage in the domain of medical care. We analyze that relate to organizational duties (e.g. the process of a
the problem of the simulation of processes reservation of a clinical bed for a patient within different
and present an approach based on agent-based hospital facilities). In our approach, however, we do not
simulations. We formally define an enhanced differentiate between these two types of processes and
process language, the algorithm transforming we try to work with them in the same way as a set of

these enhanced processes into the definition
of agents’ behavior, and the architecture of
the target multi-agent system simulating the

process diagrams and use them together. The reason for
combining different sources of knowledge is to enable
modeled processes in some environment. The Validation. of applied pro.ced.ures, ona general leve}, as
example of usage is given in the form of well as with a local practice in a hospital, that can differ
a critiquing expert system proposal that uses in each facility and that is captured as clinical processes.

formalized medical guidelines as the knowledge . ) ) )
base. The main goal of this paper is to summarize all

aspects necessary for agent-based process simulation in
a medical environment leading to an critiquing expert

L. Introduction system. Therefore we firstly discuss more exhaustively
processes and process simulation and its specific
Process modelling is a widely used technique offering characteristics in the medical domain in Secion 2, where
a simple and understandable view on the work practice we also reason about the advantages that utilization of
within a team or a company, and it is mainly utilized by agents can bring into the field of process simulations. In
managers and executives in various fields of industry. Section 3 we present formal definitions of our enhanced
The area of medical care also offers an opportunity for processes. We describe the architecture of a multi-
process modelling, and its usage in computer systems, agent system that can simulate these processes in an
such as hospital information system (HIS) or workflow environment in Section 4. Then in Section 5 we propose
management systems (WfMS). However, there are many the vision of the whole expert critiquing systems, that
problems with applying this proved technique into the can use this approach, and conclude in Section 6.
medical care [1], hence it is not as spread as it could be.
In our work, we focus on the simulation of processes 2. Process Modelling in Medicine
in general, we study the possibility of using agents and
multi-agent system for this purpose, but we also want to The work practice (i.e. duties of employees and
apply these state-of-the-art methods into a development organizational procedures — such as a specification of
of an expert system for physicians that would use an activities’ order, an assignment of employees as
processes as a knowledge base. well as necessary resources to these activities, etc.) is
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usually captured using a set of processes describing the
functioning of a work team or the whole company. These
processes can be stored as a document in a textual form,
and often these documents also contains their models,
made using some of process modelling languages,
as visual diagrams, which improve understanding and
lucidity of the information.

There are several studies [1, 2, 3] that analyze the
problems of applying process modelling or usage of
workflow management systems in medical care. They
all agree that the implementation of this approach can
improve current problems with organization, reduce the
time of hospitalization and finally reduce the costs.
However, they also point out, that till now is the usage of
processes rather low and insufficient. The main reasons
were identified as more complex processes than in other
fields of industry, or problems with interoperability
resulting from inconsistencies of databases and used
ontology or protocols. Finally, real processes in medical
care are very variable hence the system that uses them
has to be prepared for such a dynamic environment
and multiple variations of similar processes. This factor
prohibits us from applying standart workflow systems,
that can not handle exceptions nor irregular situations.

As we have already stated, processes in medical care
can be seen in several levels. Using terminology from
[1] we can differentiate the organizational processes
and the medical treatment processes. The latter type
can be seen as medical guidelines that represent the
recommended diagnosis and treatment procedures for
a patient in a specific area of healthcare. They are
approved by medical experts in related field based
on the newest studies, literature reviews, and expert
knowledge. There have been several surveys aimed at
the importance of guidelines and generally they are
considered to be a useful method for standardizing the
medical practice, improving quality of treatment [4], or
lowering the patient’s medical expenses [5]. Currently,
the guidelines are being approved as a document (i.e.
in a textual form), which prohibits one from using them
directly in a computer-based system — such as hospital
information system, or an expert system helping a
physician or a patient. Hence there has been a significant
focus on the formalization of medical guidelines into a
formal language [6]. Many formal languages have been
developed, such as ASBRU [7], EON [8], GLIF [9], or
PROforma [10]. They are all quite different and based on
different foundations, but they are all trying to capture
the same thing — the recommended process of treatment
of a patient in the specific area of healthcare.

In order to achieve corresponding simulation of
processes, we need to simulate both of these types, as
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they affect each other — an organizational process is
strictly limited by patient’s health conditions, on the
other hand, a physician has to take specific clinical
processes and hospital organization into consideration
when treating a patient. Furthermote we use both
types in the same way — i.e. formalized using the
same theoretical foundations, but in possibly different
languages. In spite of several other proposed approaches
(e.g. like in [11]), we do not try to convert one formalism
into other one (e.g. formalize medical guideline using
a business process modelling language), but modify
existing formal languages in order to capture all
necessary information for the agent-based simulation.

2.1. Using Agents in Simulations of Processes

Generally, we are interested in a simulation of processes
in a certain environment by means of agents and we
want to create a multi-agent system that would be
coordinated and organized by a set of processes. Let us
therefore discuss the advantages and disadvantages of
this approach.

Using agents to simulate processes in companies is
a promising alternative to standard process simulation
methods based on statistical calculations [12]. There are
several studies addressing this issue [13, 14, 15], and
they all highlight the advantages, that agents are more
accordant with people, they can be autonomous, they
can plan their assignments and they can distribute and
coordinate their activities. However, in practice, there
are not many existing applications that would interpret
a process language in a multi-agent system and let
agents be guided directly by modeled processes. In some
cases, even though the agents are supposed to simulate
processes, their behavior is hand-coded depending on
processes (e.g. in [14]) using some standard decision
mechanism (e.g. rules, FSM, etc.). Several approaches
in the areca of WfMS were discussed in [16] or
even processes modelling in [17], however no existing
implementation or transforming algorithm for agents’
behavioral definition was presented. In both these cases
authors try to cover much wider concepts (e.g. different
views on a single process by different agents, concept
of trust etc.) which prohibits them from proposing the
universal MAS architecture and algorithm interpreting
the processes into behavior of agents. Therefore we
introduced a new approach to a process simulation in
[18] that defines a universal multi-agent system and
transforming algorithm that enables process simulation
by means of reactive autonomous agents.

When we closely focus on using agents in process
simulation in medical care, we can see that several
problems, mentioned in previous section, can be

ICS Prague



Branislav Bosansky

Agent-based Simulation of Processes in Medicine

overcome. When agents represent the hospital staff or
patinets, they do not have only to follow the modeled
processes, but also their own pre-defined goals, hence
the exceptions or interruptions of process execution can
be handled much easier. Furthermore, using enhanced
processes described in [18], the variability of processes
can be assured.

3. Formal Definition

Simulation

of Agent-based Process

In order to correctly define multi-agent system that
simulates modeled processes we firstly need to properly
define processes modeled in process diagrams.

Definition 1: We call a seven-tuple D =

(P,S,E,C,0, A, R) aprocess diagram, when:

e P is a non-empty set of processes (activities).

e S is a set of passive states that describes current
state of environment.

e (' is a set of connectors that can split or join the
control flow.

e EC ({P,S,C} x{P,S,C}) is a non-empty set
of control edges that connect processes and define
a control flow of a diagram.

e O is a set of objects from the environment. Each
object has a set of parameters that can be modified
by processes.

e A is a non-empty set of roles of agents that
participate in activities.

e RC ({P,0,A} x{P,0, A}) is a set of auxiliary
edges (relations) connecting agents and objects
with processes.

e Process diagram is a directed graph G = (V, X),
where V = (PUSUCUOUA) and X = (EUR)

Furthermore, when D is a process diagram, and

e p, is a set of vertexes preceding to the vertex v;
po ={n €V;(n,v) € £}

e s, is a set of vertexes succeeding to the vertex v;

sy ={neV;(v,n) € £}

following conditions have to hold:
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e The sets of vertexes P, S, C, O, A are pairwise
disjoint. The same condition holds for the sets of
edges E and R.

e There is at most one edge outgoing of and
incoming to each node except connectors;

Vo e {V\C}: (Ipo]l <) A(lso| 1)

e [ogical connectors have at least one incoming and
at least one outgoing edge. We distinguish exactly
two types of connectors — splitters and joiners.
We thus define two disjoint subsets of the set of
connectors as: C = T U J, where T N J = .
Now the following corollaries hold:

— splitters — connectors that have exactly one
incoming edge and at least two outgoing
edges; Vt € T : (Ipe] = 1) A (|se] > 1)

— joiners — connectors that have at least
two incoming arc-edges and exactly one
outgoing arc-edge; Vj € J : (|p;| > 1) A
(Isjl = 1)

This definition of process is quite universal. It is based
on EPC language definition [19] that is widely used
in business process modelling. However, it is extended
in order to cover other specific languages as well,
specifically GLIF, that we use to formalize medical
guidelines. We use three control entities (processes,
states and connectors) that forms the control flow, and
two auxiliary entities (agents, objects) that describe
processes in more detail. Note, that in definition of
relations (the set R), we allow the connections between
different roles as well. This corresponds to definition of
organizational hierarchy in a team using roles (e.g. Jane
is a nurse and she also is a general employee).

Now, let us define the enhancements for a general
process language identified in [18], in order to be able
to properly simulate them using a multi-agent system.

Definition 2: We say, that D’ = (P, S,C,E, 0, A, R)
is an enhanced process diagram, when for each p € P
hold:

e O, = {0 € O;(0,p) € R} is a set of input
objects of the process. Following properties of
each input object have to be specified:

optional — relation that represents whether
this object is necessary for executing the process
or not

utilization — float number representing the
amount of usage of the input object in order to
use it in several processes at the same time
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e O, = {0 € O;(p,0) € R} is a set of output
objects of the process. If an output object is not
also an input object, the process creates a new
object in the environment.

o A, = {a € A;(a,p) € R} is a set of roles of
executing agents. Following properties have to be
specified for each role:

optional — a relation that represents whether
this agent is necessary for executing the process
or not

utilization — a float number representing the
amount of agent’s utilization in order to enable the
possibility of multi-tasking of agents

replace — a relation that represents whether
agent should be replaced by another agent
possesing this role when it interrupts the
execution of this process, or not

e Jocation — an optional characteristic represented
by one of the input objects. As we are running
the simulation in a certain environment, there can
be a need for executing each process at precise
location (e.g. an examination should be executed
in the appropriate room of hospital that can be
modeled as a virtual world for the visualization
of the whole simulation).

e priority — an integer number representing the
priority of the process

e transition function — a description of the course
of the activity as such. Let X; be the domains
of changing parameters of output objects of the
process. Then we say, that

fgpi :IN+— (XlaX27 s aX'm)

is a transition function of the process that for each

timestep (a natural number) returns the actual

values for each changing parameters of the output
objects.

These enhancements are mostly natural and
correctly specify input and output objects with their
characteristics, or participating agents. Note, that we
allow cooperation of several agents on a single process
(| A, |> 1), and we introduce multi-tasking of agents
as well.

We explain the definition of the transition function, that
represents the course of the process. We use a concept
of mathematical functions that can be defined for each
output effect of a single process separately, meaning we
are modeling several courses of changes in time — one
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for each output parameter (e.g. the state of a patient
examination request can change during an execution
of a single process from “new” through “verified”
to “prepared”). Thanks to using general mathematical
functions we can determine the precise state of all output
effects at any time and we are able to apply partial results
into a virtual world when an interruption of the process
occurs. Because all of the described functions have only
one input variable — discrete time — we can transform the
set of functions as a single multidimensional transition
function of the process. Finally, according to a real-
life practice, we expect the real course of the function
during the simulation to depend on the actual state
of environment and input objects (e.g. if we have
some of the optional input objects we need less time
to accomplish a tas). Hence the transition function is
parametrized by these aspects.

4. Multi-agent System for a Process Simulation

In previous section we defined the enhanced processes
nad now let us define a multi-agent system (MAS),
that simulates them. Firstly we present an existing
MAS architecture, which was proved usefull as
prototype implementation in [18], following by several
enhancements that we want to implement in our
current approach in order to improve the course of the

simulation as such.

Coordinating agent Environment agent

Control agent

J SR

. — - -
NS

Role agents

Blackboard A A~ .
Executing agents

Figure 1: The architecture of the MAS simulating enhanced
processes.

The organizational scheme, shown in Figure 1, represent
a multi-agent system that can simulate processes
captured in a formalism for enhanced processes. We
differentiate several types of agents, but there are three
main groups. The first one is an agent representing
the environment in which the simulation proceeds.
Secondly, there are executing agents that correspond
with the modeled hospital staff (e.g. physicians) that
act within the environment. Finally, we identify three
types of auxiliary agents (control, coordinating and
role agents) which help to organize executing agents
in case of more complicated scenarios. Communication
of agents uses the blackboard architecture, where every
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agent is able to read and write facts (e.g. activation
of specific processes for an execution agent, etc.) at
the common blackboard. As the decision mechanism
for the execution agents, the hierarchical reactive plans
were used, as they are easy to automatically generate
from process diagrams and they can define reasonably
complex behavior of an agent.

Let us now describe the functioning of the system.
For auxiliary agents, we present their behavior in the
pseudocode, that for brevity handles with only one
instance of process diagrams in the system. In the
implementation, however, several instances of the same
process diagram can be active. Firstly, we focus on
a simple scenario — simulation of a single process.
An executing agent reads from the blackboard a set
of currently allowed actions (they are allowed entirely
based on progress in process diagrams), it autonomously
chooses one of them on the basis of its internal rules,
priority of the processes, the ability to satisfy the
input conditions, and commits itself to execute it. It
asks the transition function of the process, what is the
expected finish time of this instance of the activity (as
it can depend on the actual values of input objects
parameters), and after the specified time it applies the
target values of the effects of the activity as provided by
the transition function and marks the activity as finished
at the blackboard. However, during the execution of the
activity, the agent can suspend its work (e.g. because it
needs to accomplish a task with higher priority). At the
time of the occurrence of this suspension, the agent asks
the transition function for actual values of all effects and
reflects the partial changes in the environment.

Algorithm 1 Rules for the control agent
1. if 3p € P : finished(CoordAgent, p) then
2: choose processes P’ C P subsequent to p
according to the process rules

3 if P’ # () then

4 remove( finished(CoordAgent,p))
5 forallp’ € P’ do

6: store(active(CoordAgent,p'))
7 end for

8 end if

9: end if

Described scenario was the simplest one, however in
more advanced cases, the three auxiliary agent types
are used. The control agent is the one who controls
the correct order of the process execution according
to the process diagrams and sets the set of currently
allowed activities. We can demonstrate its behavior
using pseudocode shown in Algorithm 1. Note, that
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movement in the process chain in line 2 can contain
several steps or possibly splitting or joining the flow
using a connector.

In the case of cooperation of several agents in a process
execution, the coordinating agent takes responsibility
for notifying the correct subordinate agents (lines 14),
it selects which agent is so called master agent (i.e. the
one, that actually modifies objects used in the process;
lines 5-6), and monitors the progress of the execution
(lines 8-27). Coordination agent is also necessary in the
case of an interruption, when it chooses one of the other
participating agents to be the master agent (lines 16-25):

Algorithm 2 Rules for the coordinating agent
1: if dp € P : (active(CoordAgent,p) A
(—3a € A,,3p € P —optional(a,p) N

active(a,p’) A (priority(p’) > priority(p))))
then

2: foralla € A, do
3: store(active(a, p))
4: end for
5: choose one a € A,
6: store(master(a,p))
7: end if
8: for allp € P do
9: if (3a € A,) : (active(a, p) A master(a,p) A
—working(a,p)) then
10: if finished(a,p) then
11 remove( finished(a, p))
12: forall o’ € A, do
13: remove(active(a’,p))
14: end for
15: store( finished(CoordAgent,p))
16: else if interrupted(a, p) then
17: if ~optional(a, p) then
18: for all o’ € A, do
19: remove(active(a’, p))
20: end for
21: else
22: choose one o’ € {e € {4, \ a} :
working(e,p)}
23: store(master(a’,p))
24: end if
25: end if
26: end if
27: end for

Finally, we describe the role agents. We are using
the concept of roles, hence the role agent reads the
set of currently active processes for the given role
(set by the coordinating agent, line 1) and activates
them for selected executing agent (lines 2—4). When
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an interruption occurs and the suspended agent should
be replaced, a role agent is responsible for notifying
another executing agent possessing the same role (lines
11-14).

Algorithm 3 Rules for a role agent
Input: « is this role agent; Ex, is a set of executing
agents that posses this role
1. if (3p € P) : active(a, p) A ~working(a, p) then
2: choose one e € {c;c € Exq A
(=3p' € P :working(c,p’) A
(priority(p') > priority(p)))}
remove(interrupted(a, p))

end if
for allp € P do

if 3e € Ex, : deleg(a,e,p) N ~working(e,p)
then

AN A

o

if finished(e,p) then
9: remove({active(a, p), deleg(a, e, p)})

10: store( finished(a, p))

11 else if — finished(e, p) Areplace(a, p) then

12: remove({active(e, p), deleg(a, e, p)})

13: choose one ¢’ € {¢;c € Ex, \ {e} A
(=3p’ € P:working(c,p’) A
(priority(p") > priority(p)))}

14: store({active(e’,p), deleg(a,e’,p)})

15: else

16: remove(working(a,p))

17: store(interrupted(a,p))

18: end if

19: else if working(a, p) A —active(a, p) then

20: for all ¢ € Euz, deleg(a,e,p) A
active(e,p) do

21: remove({active(e,p), deleg(a, e,p)})

22: end for

23: end if

24: end for

4.1. Transforming Algorithm

Let us now describe how the set of rules for an executing
agent is automatically generated and how its action-
selection mechanism works.

As we have already stated, we are using the reactive
architecture for execution agents, hence each goal of
the plan is represented by a fuzzy if-then rule. For each
process the executing agent can participate in, one rule is
automatically generated. These rules are for each agent
ordered by the descending priority of the activities and
they create the first level of hierarchical architecture
of the agent. The second layer is created by several
sets of rules, where each set is related to one first-level

PhD Conference *08

store({active(e, p)), deleg(a, e, p), working(a,p

24

X
ik

rule. This second-level set of rules represents several
partial activities that are necessary to execute according
to the conventions in the environment (e.g. transporting
movable objects to the location of the execution of the
process), and one rule for executing the simulation of
the activity as such (modeled by a transition function as
described in Section 3). Except the last one, the nature
of these rules depends on the conventions that hold in
the virtual world and therefore cannot be generalized.

Pre-defined
behaviour

o
i
—

3
\Aggﬁvﬁgggj

First-level rules

-
Second-level rules

Figure 2: A hierarchy of reactive plans of each executing
agent

The condition of a first-level rule is created as a
conjunction of all constrains related to properties of
input objects and agents (i.e. correct values of their
utilization (whether they can execute this activity)
and possibly other attributes, such as the state of an
patient etc.), and activation of an appropriate process.
Moreover, if an input object or a participant is not
mandatory, related conditions do not need to hold in
order to fire the rule.

4.2. Improved Architecture of the MAS

The architecture presented in previous section can
successfully simulate modeled processes and as such
can suit our intention to create an expert critiquing
system based on the simulation of clinical processes
and formalized medical guidelines. However, several
issues can be improved in previous approach. First of
all, the control and coordination of execution agents
using specialized auxiliary agents together with a
blackboard architecture is quite stiff and it partially
limits the autonomy of executing agents. Moreover, in
order to enhance executing agents with planning or
advanced architectures, much more organization-related
communication would be needed.

Therefore we propose a new architecture that, according
to our experiences gained during implementation
and testing the previous one, should emphasize
more the positive concepts of agents paradigm and
enable implementation of further improvements and
functionality, such as planning and better executing
agents coordination. Currently, we do not change the
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reactive architecture of the executing agents as there is
not known correct interpretation of common knowledge
in form of processes for more deliberative agents. We
argue that processes have stronger conceptual meaning
than a plan library for an agents, as not only an agent
knows what actions it needs to execute, but also what
actions other agents should execute and how their
actions would affect the state of the environment. This
remains an open problem which we want to address in
further research.

e Environment agent
Process agents " e

e e
- M
F 3
CFP { g,
\\ i " /
\

Role agents

1,

S

Executing agents

Figure 3: The improved architecture of the MAS simulating
enhanced processes.

The schema of the new architecture is shown in
Figure 3. Both control and coordinating agent were
replaced by a set of agents — for each of modeled
process one process agent is automatically generated.
Each of them is responsible for executing one type of
activity (possibly several instances of one process) and
the duties of removed auxiliary agents are distributed
within this set. Note that in the new architectural
schema, the blackboard is no longer used. The simplified
organizational concept enables the possibility of usage
the direct messaging as well as a standard concept of the
Contract-Net Protocol (CNP) [20].

The pseudocode of a process agent is shown in
Algorithm 4 and it presents how a it acts in the
simulation. Note that the pseudocode is reduced
(several lines regarding the responses to rejections are
omitted). We can see, that agent keeps to the CNP
and each process agent, when notified (lines 2-6),
finds appropriate role agents (lines 25-26 and 11-15),
monitors the progress of the master agent in case of
cooperation, and passes the information of the success to
the next process agent(lines 16-24). Other agents, role
and executing, are acting in the same way, except the
changes in the communication.

Let us point out the advantages, that these modifications
can bring. The key change is the shift from
the blackboard architecture to the direct messaging
within agent community together with using standard
protocols. At the cost of increasing the overall number
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of agents we simplify the communication within agents
(compare the organizational communication issues in
control and coordinating agent with process agents).
Moreover, we expect easier integration of planning that
can be added as further communication within process
and role agents (e.g. one process agent knows, what the
subsequent processes are, hence it can notify appropriate
agents in advance and negotiate executing some of the
auxiliary actions (see the second-level rules in Section
4.1) to save time).

Algorithm 4 Rules for a process agent

Input: p is a process assigned to this agent; I, is the set
of currently active instances of p; m; master agent
of the process for i € I,; X; is a set of returned
proposals for i € I, asdasd

1: for all msg € IncM sgQueue do
2: if msg is activation of 7 then
3: I, =1,Ui
4: m; = @
5 118 new
6: X; = )
7: else if msg is proposal for ¢ then
8: X; = X; Umsg
9: end if

10: end for

—
—_—

. if CFPTimeOut A X, # () then

12: choose one agent, m;, from X;

13: sendAccept Proposal(i,m;)

14: 1 1s started

15: end if

16: for alli € I, do

17: if i is finished then

18: I, =1,\1

19: for all p € (s, N P) do

20: sendActivation(success(i), a)
21: end for

22:  elseif i is interrupted N{A, \ m;} # () then
23: X;i=10

24: sendProposal (i, Ap)

25: else if ¢ is new then

26: sendProposal (i, Ap)

27: end if

28: end for

5. Future Work

So far we discussed processes, problems related to
their simulation, and proposed a solution based on a
multi-agent system. Now we present the vision of the
critiquing expert system which can profit from these
methods.
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The critiquing system runs in the background of the
standard applications of HIS and controls the inserted
data about a patient. From these data values it tries
to recognize a medical guideline that physician is
following and furthermore recognize the state of the
patient. After a successfull matching, it further predicts
the future progress of possible patient’s treatment with
respect to the guidelines and database of existing cases
in the facility. This prediction follows the next steps in
guidelines (note, that patient can have several diseases
hence we need to take all of them into consideration) and
tries to simulate the future actions of the physician and
in case of missing current data value (e.g. a result from
an examination that patient have not undergone yet) the
approximation using similar patients from the database
is made. Also, this prediction would be probabilistic,
hence multiple branches of the guidelines would be
evaluated. Therefore, in case of for example omitting an
optional examination, physician can be alerted by the
system that similar patients had results that negatively
affect their further progress. Finally, the simultaneous
work with several guidelines for different diseases can
bring attention of the physician that treatment of a
disease she/he is focused on can conflict with another
treatment that this patient is going through.

In this system, we want to combine several existing
techniques. For a guideline recognition we want to
use ideas from existing plan recognition techniques
(such as using Bayesian network), and for guideline
simulation we want to apply the approach described
in this paper. However, the advantage of usage of
agents for a guideline simulation purpose (and the
whole system as such) is not so evident. We argue
that focusing on distributed artificial intelligence can
simplify the implementation and also the adaptivity of
the system (e.g. learning of the specialized process
agents). Finally, in the future a system designed on such
general principles could also be integrated into more
advanced HIS based on processes, which could help to
plan and organize work in a hospital facility with a close
relation to specific patients’ treatment.

6. Conclusions

In this paper we presented an approach to an agent-
based simulation of processes in an environment and
described its possible utilization in medical care —
specifically in the development of an critiquing expert
system that would use formalized medical guidelines as
a knowledge base. We formally defined processes and
their enhancement which helped us to closely describe
the functioning of the multi-agent system that simulates
the processes and finally, we presented our vision of
application of this approach in medicine.
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Because such a direct usage of processes to control
a multi-agent system has not been till now a not
very explored area, there are several open issues:
further improvement of the architecture of the MAS,
implementation of planning and learning, or using more
deliberative decision mechanisms for executing agents.
In the following work we want to address some of
them and prove the usefulness of this method by
implementation of the working critiquing system that
would help the physician with their work.
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Abstract

We show by standard automated theorem
proving methods and freely available automated
theorem prover software that axiom (A2),
stating that multiplicative conjunction implies
its first member, is provable from other axioms
in fuzzy logics BL and MTL without using
axiom (A3), which is known to be provable from
other axioms [1]. We also use freely available
automated model generation software to show
that all other axioms in BL and MTL are
independent.

1. Introduction

Among propositional fuzzy logics Hajek’s basic logic
BL [3] and Esteva and Godo’s monoidal t-norm based
logic MTL [2] play prominent roles. BL, which was
introduced as a common fragment of Lukasiewicz,
Godel and product logics, is the logic of continuous t-
norms' and their residua®. However, in [2] was shown
that the minimal condition for a t-norm to have a
residuum is left-continuity and authors proposed logic
MTL, which was later proved to be the logic of left-
continuous t-norms and their residua.

Standard Hilbert style calculus for BL comes from
Hajek. Esteva and Godo slightly addapted this system
for MTL by replacing one axiom by three other axioms.
Generally, both systems are almost identical. In a short
note by Cintula [1], it was shown that axiom (A3),
stating commutativity of multiplicative conjunction, is
provable from other axioms and thus redundant. Lehmke
proved that also axiom (A2), stating that multiplicative
conjunction implies its first member, is provable from
other axioms by using his own Hilbert style proof
generation software [4]. However, the proof used

axiom (A3) and thus was not a proof of independence
of both axioms (A2) and (A3).

We use a well known technique of automated theorem
proving to encode the Hilbert style calculus of a fuzzy
propositional logic into classical first order logic, and
standard automated theorem proving software to prove
axiom (A2), without using axiom (A3), in BL and MTL.
Moreover, by an easy application of similar technique
and standard automated model generation software we
show that none of the other axioms is redundant in BL
and MTL, independently of presence of axioms (A2)
and (A3).

The interest of this paper is solely in above stated
properties of Hilbert style calculus of BL and MTL. The
technique used to obtain them can be in our case used
completely naive.

The paper is organised as follows. In Section 2 we set
up notation and terminology. In Section 3 we give a
brief exposition of techniques used to obtain presented
results. Section 4.1 contains the proof of derivability
of axiom (A2) for MTL and Section 4.2 for BL. In
Section 5 the semantic proofs of independence of other
axioms are presented.

2. Preliminaries

We will touch only a few aspects of the theory. For
simplicity of notation, we use fuzzy logic for fuzzy
propositional logic and first order logic (FOL) for
classical first order logic. First order fuzzy logics and
classical propositional logic are not discussed in this

paper.

We define standard Hilbert style calculus for the Basic

A t-norm is a binary function  on linearly ordered real interval [0, 1] which satisfies commutativity, monotonicity, associativity and 1 acts as

identity element.

2The operation & = y is the residuum of the t-norm x if z = y = max{z | x x z < y}.
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Logic (BL) and the Monoidal T-norm based Logic
(MTL), which consist of axioms and modus ponens
as the only deduction rule. The language of BL and
MTL consists of implication (—), multiplicative (&) and
additive (A) conjunctions and a constant for falsity (0).

Definition 2.1 We define the basic logic BL as a Hilbert
style calculus with following formulae as axioms

A1) (¢ — ) — (¥ = x) = (¢ = X)),
&) — o,

(
A42) (
(p&y) = (P &),
(
(
(

(43)
A4) (e & (p—=v)) = W & (¥ — ),
(A5a) (¢ — (¥ = X)) = (¢ & ¥) = X),
A5b) ((p &) —x) = (¢ = (¥ = X)),
A6) (¢ —v) = x) = (¥ = ¢) = x) = Xx),

(A7) 0 — .
The only deduction rule of BL is modus ponens

(MP) If ¢ is derivable and ¢ — 1) is derivable then ) is
derivable.

Let us note properties stated by each axiom,
following [3]. Axiom (A1) is transitivity of implication.
Axiom (A2) states that multiplicative conjunction
implies its first member. Axiom (A3) is commutativity
of multiplicative conjunction. In BL, additive
conjunction ¢ A ¢ is definable as ¢ & (¢ — ). The
equivalence of these two formulae is the divisibility
axiom. Axiom (A4) is commutativity of additive
conjunction. Axioms (AS5a) and (AS5b) represent
residuation. Axiom (A6) is a variant of proof by cases,
and states that if both ¢ — ¢/ and ¥ — ¢ implies Y, then
X- Axiom (A7) states that false implies everything.

Definition 2.2 Hilbert style calculus BL™ is obtained
by dropping axioms (A2) and (A3) from BL.

We obtain a Hilbert style calculus of the monoidal
t-norm based logic MTL by weakening properties on
additive conjunction. In BL, we define ¢ A v as an
abbreviation for & (p—1)). In MTL, we define additive
conjunction directly by three new axioms which state
that additive conjunction is commutative, implies its first
member and one implication of divisibility property.
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Definition 2.3 We obtain the monoidal t-norm based
logic MTL by replacing axiom (A4) in BL by following
three axioms

(A4a) (9 & (¢ — ) — (P A ),
(A4b) (o NP) — o,

(A4c) (P ANY) — (¥ A ).

Definition 2.4 Hilbert style calculus MTL™ is obtained
by dropping axioms (A2) and (A3) from MTL.

2.1. First order logic and automated theorem
proving

A FOL model is a pair (D, I'), where domain D is a set
of elements and [ is an interpretation of symbols of a
language.

In FOL, terms are defined inductively as the smallest
set of all variables and constants closed under function
symbols in given language. We will have only one
predicate symbol Pr and thus all our atomic formulae
have a form Pr(t), where ¢ is a term. A literal 1
is an atomic formula (positive literal) or a negative
atomic formula (negative literal). A clause C is a finite
disjunction of literals. Specifically, a Horn clause is a
clause with at most one positive literal. All clauses will
be for our purposes implicitly universally quantified.
Unification of literals | and I’ is a substitution o which
gives lo = l'o. So called most general unifier of | and I,
denoted mgu(l,!’), is a unification o such that for every
unification 6 of [ and I’ exists a unification 7 satisfying

0= (o).

The standard FOL automated theorem proving strategy
is resolution [5]. We can transform a problem of I' -
to the problem of deciding whether set {T',—p} is
contradictionary. Let o mgu(l,1’), then resolution
calculus with (binary) resolution rule

CvVvli D v Al
(CV D)o

and factoring rule

cvivy

(CVi)o
is refutational complete [5], which means that for

every contradictionary set eventually find a derivation
of empty clause which represents a contradiction.
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3. Usage of ATP methods

There is a well known technique for encoding
propositional Hilbert style calculus into classical FOL
through terms. The key idea is that formula variables in
axioms and rules are encoded as universally quantified
first order variables and propositional connectives as
first order function symbols. Moreover, we use one
unary predicate which says which terms are provable
(encoding of axioms) and how another provable term
can be obtained from provable terms (encoding of rules).
It is evident that our axioms and modus ponens rule
can be encoded easily. However, for more complicated
axioms and rules problems may arise.

For simplicity of notation, we write Fle, instead of the
set of all formulae in language L.

Definition 3.1 Let L be BL or MTL or their fragment.
We define term encoding f : Fle;, — Flepor.

First, a function [’ :
recursively as follows

FZ@L o FIGFOL is deﬁned

0 pis0,
FW) = f'X) gish—x
flo)=q W) & f'(x) eist&x
P @)y ne /) eisAx
Xy  is a formula variable 1,

where & ¢, Ay and — ¢ are new binary function symbols,
written for better readability in infix notation, Oy is
a new FOL constant and Xy, is a new FOL variable
for every formula variable 1, but the same for every
occurrence of Y in the encoded formula.

Second, formula f(p) is the universal closure of formula
Pr(f'(y)), where Pr is a common new unary predicate
saying which terms are provable.

Finally, let ©1,...,p, F W be a propositional rule
(in our case just (MP)), we define term encoding f
into classical FOL as the universal closure of formula
(f'(p1) Ao A fpn)) = f'(), where N\ and =
are standard logical connectives for comjunction and
implication in classical FOL and function [’ is defined
as above.

Example Let us have a system with axioms (A2), (A3)
and the only rule (MP). This propositional system will
be formalised, for better readability with X and Y
instead of X, and X, in FOL as follows
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(Aly) (VX,Y)Pr((X &;Y) —5 X),
(A2p) (VX Y)Pr((X &pY) =5 (Y & X)),

(MP;) (VX,Y)(Pr(X) A Pr(X —;Y) = Pr(Y)).

Before stating a crucial lemma we make some remarks.
For a set of formulae T', we define f(I") as a set of all
f-translated formulae from I'. We write f(M P) for the
term encoding f of modus ponens rule.

By an easy observation we realize that all translated
axioms and modus ponens translation, written in form
of disjunction, are Horn clauses.

Lemma 3.2 Let L be BL or MTL or their fragment with
the set of axioms A, T arbitrary set of formulae, and o
arbitrary formula, both in language of L. Then I -1, ¢,

if and only if f(A), f(T), fF(MP) FroL f().

Proof: A Hilbert style proof of ¢ from I' can be
easily translated into a Hilbert style proof of f(y)
from f(A), f(T') and f(MP) in classical FOL using
generalisation rule, if Froy ¥ then Fpor Vzi, and
Fror Yoy — 1.

The opposite direction can be shown by using a
resolution refutation. It is an easy observation that only
Horn clauses occur in such a resolution refutation.
And this fragment has a property that given resolution
refutation can be reordered in such a way that a
backward translation gives a proof of ¢ in I m

Demonstrating the independence of some axiom, we
are also interested in unprovability. There is a standard
model theoretical technique for proving that some
formula ¢ is unprovable from a set of formulae I'. From
soundness theorem in FOL it is enough to show a FOL
model in which all formulae from I" are true and formula
 is false. By previous lemma we can easily transform
a problem of unprovability ¢ from I" in a Hilbert style
calculus to a problem of finding classical FOL model in
which f(A), f(T'), f(MP) and = f(y) are true.

We have thus transformed the problem of provability
of formula in propositional fuzzy logic Hilbert style
calculus into FOL and we can try to solve it by
standard automated theorem proving software. We
can use a theorem prover for showing that some
formula (in an encoded form) is provable from other
formulae using given rules, or a model generator
software to find a model which demonstrates its
unprovability. Traditionally, both computations are
executed in parallel.
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Generally speaking, because of undecidability of FOL,
this technique cannot be fully satisfiable. Moreover,
abilities of automated theorem provers and automated
model generators are very limited and highly dependent
on software configuration. However, several results were
obtained by this or similar techniques, which proved its
usability, see for instance Wos’s papers [6].

We are not going to describe technique used by
automated theorem provers and model generators,
because these systems are rather complicated. For our
experiments we used freely available E prover in version
0.999-0013, which is based on superposition (restricted
paramodulation) calculus. For building models we used
freely available Paradox 2.3* finite model finder which
iteratively tries to find finite models by transforming a
given problem into SAT problems.

Tuning software for obtaining results can be highly
complicated. Nevertheless, for all our results standard
configuration is sufficient as well as almost any state
of the art prover or model generator. However, the
presented form of results was obtained by experimenting
with software configuration and some configurations are
better suited for direct extraction of proofs in Hilbert
style calculus.

Proof:

a)

L ((p& (=) = (eAY) = (e AY) = x) = (& (p— 1)) — X))

2: ((pAY) = x) = ((p& (¢ = ¥) = X)
3 (p&(p—9)) =

4 o= ((p—v)— o)

4. Provability of axiom (A2)

We present a proof of axiom (A2) separetely for
MTL™ and BL™. Both proofs are obtained by proving
weakening formula ¢ — (¢ — ) which immediately
gives a proof of axiom (A2). We note that the original
prover proofs were slightly adapted.

4.1. MTL™

First, we present proof for MTL™which is shorter.
It may look surprising, because MTL™ is weaker
than BL™. However, for the proof of axiom (A2),
axioms (A4a)—(A4c) are evidently better suited than
axiom (A4).

Lemma 4.1 The following formulae are provable in
MTL™:

@) (p& (p—v)) =,

®) (¢ =9) =) = x) = (¢ =),

© ¢—(p—09)

() ¢— (¥ — ).

(A
by (Ada), 1
by (A4b), 2

by (a), (A5Db)

50 (((p—=v)—9)—=x) = (p—X) by 4, (A1)
6: ((p—=((p—=v)—=9) =)= (= ((p—vY)— ) by 4,4

7= (p—=((p—9)—p) by 6, (b)

8: ((p— ((p =) —¢)) = x) = (¢—X) by (7), (A1)
9: p—(p—9) by 8, (b)
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d)

10: ((p—¢) =) = (¢ — )
1 ((p—= (= (p &) = ¢) = (&) = (& 9)) — )
122 o= (&) = (p &) — )

B: (p= (=) = (g = (e —9) &) = (¢ = (= ¥) &) —

14: (p—=(p—=e)&Y) = ((p—(p— ) &Y)) = (¢
15: ((p—=(p—=9) &) = (p— (¢ —¢))

16: (¢ = (=) = (¥ — (¢ —(p—9)))

—(p—9)

17: Y= (e = (p— )
18: ((p—= (=) — @)= (¥ — )
19: o — (Y — )

Now by application of (A5a) we immediately obtain 4.2. BL™

(o= (=)

by (), (A1)
by (A5b), (A1)
by 11, (b)

12

by (c),13

by 14, 10

by 15, (ASb)
by (c), 16

by 17, (A1)
by 18, (b)

We are going to prove a similar lemma for logic BL™.

Corollary 4.2 Axiom (A2) is derivable in MTL™.

Let us note that we will use axiom (A6) and axiom (A7),

which are not necessary, but shorten the proof, whereas
all other axioms are necessary.

Let us note that we do not use axioms (A4c), (A6)
and (A7). On the contrary, all other axioms are
necessary, which can be demonstrated by Section 5
methods.

BL™:

Corollary 4.3 (see Cintula [1]) Axiom (A3) is deriv- @ 9= ¢,

able in MTL™.

(B) (p& (¢ —0)) =,

© (p&y) =1,

It is worth pointing out that axiom (A3) can be proved
by similar technique used to prove axiom (A2).

(d) ¢— (= ).

Lemma 4.4 The following formulae are provable in

Proof:
a)
I (=)= (e—=9) = (((p—9)&p) = 0) (ASa)
22 (((p—=e) = (p—=9) = (=)&) =) = (=) = (b= 9) = (g =) & @) = p) —
(((p—=p) &p) =) (A6)
3 (((p—=w) = (e—=9) = (g =) &) =) = (¢ = @) &p) =) by 1,2
4 (=) &)= by 1,3
5 (((p—= @) &) = @)= ((p—9) = (p— ) by (A5b)
6: (p—=p) = (p—9) by 4,5
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7 ((p—9) = (=) = (((p—p) = (p—9) = (¢ — ) (A6)
8: (=)= (p—9) = (p—v) by 6,7
9: o — by 6, 8
b)
10: (¢ =) = (¢ =) = (g = ¥) &) = 1)) (A5a)
1 (g =) &) =9 by (a), 10
12: (=) &) =) = (¥ = x) = (¢ = ¥) & p) = X)) (Al)
13: (¥ = x) = (¢ =) & @) = X) by 11, 12
14: (0= (W —¢) = ((0&y) — o) (A5a)
15: (0& ) — ¢ by (A7), 14
16: (0& ) =) = (x = (0& ) & x) = @) 13
17: (x = (0& ) &x) — o by 15, 16
18: (¢ = (0& ) &) = x) = (¢ = (0& ) — (¢ — X)) (ASb)
19: (¢ = (0& ) = (p—X) by 17,18
20: (p&(p—0) = (0&(0—¢)) (A4)
21: (p& (9 —0)) = (0& (0= ¢))) = (0 & (9 = 0)) = ) 19
22: (& (9 —0) = by 20, 21
¢
23t o= ((p—0) =) by (b), (A5b)
24 (o= ((p—=0) =) = (¢ —=0) > ¥) = x) = (¢ = X)) (A
25: (¢ = 0) =) = x) = (¢ = x) by 23,24
26: (p— 1) = (0—19) by (A7), (A1)
27: (¢ = 0) =) = (0= 9)) = (¢ = (0= 19)) 25
28: p— (0— 1) by 26,27
29: o= (Y= (&) by (a), (A5b)
30: (p— )= (W= ((p— ) &) 29
3: Y= ((p— ) &) by (a), 30
32: (p = (0—=9) = (x = x) & (¢ — (0—19))) 31
33: (x = x) & (p— (0—1)) by 28, 32
3: ((p—= )& ((p—9) = (0—1)) = (0=9) & (0—=¥) = (¢ —¢))) (A4)
35: (0—=¥) & (0—v) = (¢ —¢)) by 33,34
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36: ((p &) = (0—=x)) = (= (¥ = (0—x))) (ASb)
37: ¢ = (v — (0= x)) by 28, 36
38: (=W = (0—=x) = (= 0—x) =& = (p—9) (AD)
39: (= (0—=x) =& —(p—8) by 37, 38
40: (¢ = (0=9)) = (0=¥) = x) = (¢ = X)) (AD)
41 ((p = (0—=9)) = (0—=v) = x) = (¢ = x)) = (€ = (0= ¥) = x) = (¢ — X)) 39
42: £ = ((0=9) = x) = (¢ = X)) by 40, 41
43: (p = ((0=9) = x) = (€= X)) = (& (0= ¢) — X)) — (§ = X)) (ASa)
44: (p&((0—9) = x)) = (€= X) by 42,43
45: (0= ) & (0= ) = (b =) = (¢ = (b =) 44
46: o — () — 1) by 35, 45
47: (& 1p) —p by 46, (AS5a)
d)
48: (v & x) = x) = (((p = (& X)) &) = X) 13
49: (¢ — (W &x)) & p) = x by (c), 48
50: (¢ — (Y &x)) = (¢ —Xx) by 49, (A5b)
51: (& (=) = (W& (¥ —9)) = (& (e — 1)) = (v — ) 50
52: (p& (e =) = (b — o) by (A4), 51
53: o= ((p—=v) = (W —9) by 52, (A5b)
54 ((p=¥) = W—9) = x) = (¢ —Xx) by 53, (A1)
55: (=)= (W—9) = ((p—=v) = (W —9) = (¥ — ) (A6)
56: (¢ =) = (W —9) = (W —9) by (a), 55
57: o — (Y — @) by 56, 54

Now again by application of (ASa) we immediately
obtain

Corollary 4.5 Axiom (A2) is derivable in BL™.

Corollary 4.6 (see Cintula [1]) Axiom (A3) is deriv-
able in BL™.

It is worth pointing out that axiom (A3) can be again
proved by similar technique used to prove axiom (A2).

PhD Conference *08

5. The independence of axioms

We know that axioms (A2) and (A3) are redundant
in BL and MTL. Is any other axiom redundant in
BL or MTL? We answer this question negatively for
every remaining axiom by presenting a model and a
valuation which make the axiom false, but all other
axioms including (A2) and (A3) and modus ponens rule
are true in the model. It means that none of the axioms
but (A2) and (A3) is redundant in original systems BL
and MTL. We obtain immediately that all axioms in
BL~ and MTL™ are independent.
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All models are finitely valued structures with elements
labeled by natural numbers, presented in form of truth
tables. Let us note that in all models except for (A7) we
interpret constant 0 as the minimal element 0 and truth
as the maximal value in a model, e.g. in a four member
model it has value 3.

The important point to note is that checking falsity of
axiom in a given model under a given valuation is an
easy task. On the other hand, to show that all other
axioms are true in the model, exhausting checking is
sometimes needed. Fortunately, for computer it is an
easy task. We naturally do not present these proofs.

For shortening the presentation we present models
for BL and MTL at once. Only models for logic
specific axioms (A4) and (A4a)—(A4c) are presented
separately. Moreover, we prefer the same definition for
multiplicative and additive conjunction.

We start by a group of axioms common to BL and MTL.

5.1. Axiom (A1)

For showing the independence of axiom (A1) we need a
model in which implication is not transitive. We present
such a model which falsifies axiom (A1) for valuation
p=1,9=0and xy = 2.

&AJO0 1 2 3  —]0 1 2 3
0 000 o0 03 3 3 3
1 [0 0 0 0 13 3 1 3
2 /0000 2|3 3 3 3
3 /0 1.0 3 3|1 1 1 3

Table 1: Truth tables for (A1)

5.2. Axiom (AS5a)

First of the residuation axioms (AS5a) fails evidently for
@ = 2,7 = 1 and x = 0. Both conjunctions are defined
separately.

&lo 1 2 3 A0 1 2 3
0[0 0 00 0[O0 0 O O
1jo o0 2 2 1]0 1 1 1
210 2 0 2 2]0 1 1 1
3]0 2 2 3 3|0 1 1 3
— |0 1 2 3
03 3 3 3
1|1 3 3 3
212 3 33
3]0 2 1 3

Table 2: Truth tables for (A5a)
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5.3. Axiom (A5b)

To demonstrate the independence of axiom (AS5b),
much easier model than for axiom (A5a) is needed.
A two valued model with classical implication and
both conjunctions false for all values is sufficient.
Axiom (A5b) fails for ¢ = 1,9 = 1 and x = 0.

A0 1 =0 1
0 [0 0 01 1
10 0 1o 1

Table 3: Truth tables for (ASb)

5.4. Axiom (A6)

The independence of axiom (A6) can be easily shown
by an algebraic arguments. It represents prelinearity and
logics without prelinearity have been already studied.
Moreover, MTL without axiom (A6) represents Hohle
Monoidal Logic ML. Nevertheless, we present our
standard semantic argument. Axiom (A6) fails for ¢, 1
and y represented by 1, 2 and 3.

A0 1 2 3 4
0 |0 0 0 0 0
1 [0 1 0 1 1
2 1o 0o 2 2 2
3 /01 2 3 3
4 10 1 2 3 4
—~l0o 1 2 3 4
0 |4 4 4 4 4
112 4 2 4 4
201 1 4 4 4
300 1 2 4 4
410 1 2 3 4

Table 4: Truth tables for (A6)

5.5. Axiom (A7)

It is evident that axiom (A7) is independent of other
axioms, because of new symbol 0. For demonstration
it is enough to interpret O as truth and all connectives
classically. In such model, axiom (A7) easily fails and
all other axioms are evidently true.

N
0
1

Table 5: Truth tables for (A7)

Now we present BL and MTL specific cases.
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5.6. Axiom (A4)

If we take ¢ A 1 as an abbreviation for ¢ & (¢ — ),
axiom (A4) represents commutativity of additive
conjunction in BL. For ¢ = 1 and ¢ = 2, additive
conjunction is not commutative.

&
0
1
2
3

S OO OO
—_0 O O =
N OO O
W N = OlWw
W= ol
SN DN WO
—_— N W W —
N W W W N
W W W W W

Table 6: Truth tables for (A4)

We show the independence of axioms (A4a)—(A4c) by
small models, in which axioms (A1)—(A3) and (A5a)—
(A7) are evidently true, because of & and — definition.
Therefore to complete the proof it is sufficient to
show the (in)validity of axioms (A4a)-(A4c) in the
corresponding truth tables only.

5.7. Axiom (Ada)

Axiom (A4a) fails for ¢ = 1 and ¥
(A4b) and (A4c) are evidently true.

= 1, but axioms

-
0
1

._.ogo
oS OO
S O =
S | O
—_

O OO
—_ O =
—_ O >

Table 7: Truth tables for (A4a)

5.8. Axiom (A4b)

Axiom (A4b) fails for ¢ = 0 and ) = 1, but axioms
(Ada) and (A4c) are evidently true.

&lo 1 AJO 1 —]0 1
00 0 0[0 1 01 1
1jo 1 1)1 1 10 1

Table 8: Truth tables for (A4b)

5.9. Axiom (A4c)

Axiom (A4c) fails for ¢ = 1 and ¥
(A4a) and (A4b) are evidently true.

= 0, but axioms

&lo 1 AJO 1 —]0 1
00 0 0[O0 0 01 1
1jo 1 1)1 1 10 1

Table 9: Truth tables for (A4c)
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Corollary 5.1 A4/l axioms but (A2) and (A3) are
independent of each other in BL.

Corollary 5.2 A4ll axioms but (A2) and (A3) are
independent of each other in MTL.

It is worth pointing out that the independence of
axioms could be presented also by studying some known
algebraic structures, which has several indisputable
theoretical advantages. On the other hand, our approach
seems to be easier for presentation.

6. Summary and conclusion

We presented the complete solution of dependence
and independence of axioms in prominent fuzzy
propositional logics BL and MTL by using simple
technique from automated theorem proving. Also other
similar problems can be solved using these methods and
state of the art theorem provers and model generators.

Nevertheless, our approach has several drawbacks. First,
abilities of current theorem provers are limited and
in some situations even short proofs are inaccessible
for them without special settings. Second, abilities of
automated model generators are also very limited, e.g.
infinite models are highly problematic.
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Abstrakt Pii zmékCovani pomoci optimalizace je pro kvalitu
vysledného klasifikatoru i pro rychlost optimalizace

V navaznosti na plochu pod ROC kfivkou zasadni volba cilové funkce. Pouziti relativniho poctu

jakozto obvyklou miru kvality klasifikatoru chybnych klasifikaci se ukazalo jako nevhodné, protoze
zavadime plochu pod poateéni &asti ROC to je funkce po Ccastech konstantni a ma velké
kfivky, ktera je mirou kvality klasifikitoru mnozstvi lokalnich minim. Varianty zalozené na
zaméfeného na dosaZeni nizké chybovosti na sumaci transformované diference spojitétho vystupu
negativnich (background) piipadech. Tato mira klasifikatoru a o¢ekavané klasifikace pomohou ziskat
je pouzita jako cilova funkce pfi zmékcovani spojitou funkci, ale stale trpi problémem lokalnich

rozhodovacich stromd pomoci optimalizace. Pro
optimalizaci je pouzit algoritmus Nelder-Mead.
Experimenty na datech ,,Magic Telescope”
ukazuji uCinnost této metody.

minim a pro jejich optimalizaci byla pouZivana metoda
zaloZena na simulovaném Zihani, jak bylo popsano v [3],
tento algoritmus je vSak ¢asové velmi narocny.

V tomto prispévku ukazeme vyuziti plochy pod
pocatecni casti ROC krivky jakozto cilové funkce pro

1. Uvod TR . :

optimalizaci zmékceni rozhodovaciho stromu. Ukazuje
Zmékéovénl' hran v rOZhOdOVaCiCh stromech umoiﬁuje se, ze pro takovouto Optimalizaci je mozné pouiit
Zlepéeni klasifikatoru pf'l zachovani Vét§1ny dobr}"ch Simplexovy algoritmus (Ne]der-Mead) [5], coz vede
vlastnosti rozhodovacich stromt. Zmeéckcené stromy k podstatné rychlej$imu uceni, nez predchozi pfistup se
oproti klasickym mohou dosahovat lepsiho poméru simulovanym Zihanim.

spravné / chybné klasifikace a dal$im pfinosem je
spojitost vystupu Kklasifikatoru. Zachovana zdastava

snadna interpretovatelnost modelu a pfimocara 2. ROC k¥ivka a plocha pod kiivkou

prevoditelnost na systém pravidel (v pfipadé

zmékéeného  stromu pljde o fuzzy-pravidla). ROC kiivka (Receiver Operating Characteristic

Nevyhodou je zvétSeni paméfové narocnosti modelu curve) je standardnim nastrojem pro analyzu chovani

a hlavné Casové slozitosti jak ucenti, tak klasifikace. klasifikatoru. V této sekci uvadime predevsim
informace podstatné pro dalsi vysvétleni zmékcovani

Zde se budeme zabyvat zmékCovanim jakozto rozhodovacich stromil. Cerpame zejména z [4] a dalsi

postprocessingem  stromd  ziskanych  standardni literatury.

metodou CART [2]. Zakladni tvar zmékceni je stejny,

jako je v metodé C4.5 [6], ale lisi se zpisob urCeni Pro Klasifikator, ktery rozdéluje data do dvou tfid

(uCeni) parametrd, tj. hranic intervald zmeékceni. (nazyvejme je pozitivni a negativni, nékdy téz

Zatimco C4.5 urCuje parametry zmékceni pomoci signal resp. background), ROC ktivka ukazuje vztah

smérodatné odchylky klasifikacni chyby nezmékceného relativniho poctu spravné klasifikovanych pozitivnich

stromu bez ohledu na to, jaky efekt ma zmékéeni na vzort a relativniho poctu chybné klasifikovanych

chovani Kklasifikatoru, my budeme hledat zmékceni negativnich vzord (signal acceptance vs. background

pomoci optimalizace vysledkti zmekceného stromu. acceptance) pri rizné nastavené ,,citlivosti”.
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Pokud vystupem klasifikatoru je pro kazdy datovy
vzor x realné cCislo ,,response” R(x), pficemz jeho
vys$i hodnota reprezentuje vys$i pravdépodobnost,
ze predloZzeny pfipad je pozitivni, potom rizné
nastaveni citlivosti odpovida riznym volbam hodnoty
prahu, kterym oddélujeme pripady, jez podle response
povazujeme za pozitivni od pripadd, které zaradime
k negativnim.

Plocha pod ROC kiivkou (Area Under Curve, AUC)
je skalarnim vyjadfenim kvality klasifikatoru. AUC
klasifikatoru, ktery zafadi vSechny vzory spravné, je
rovna jedné. Cim je hodnota niZi, tim je klasifikator
horsi. AUC pro nahodny klasifikator je 1/2. Hodnoty
v intervalu (0,1/2) by charakterizovaly klasifikator
horsi nez nahodny.

Mame-li mnozinu, jez obsahuje P pozitivnich vzort
X/ ... ,x; a () negativnich vzord xi,... 1 Xg 2

definujeme-li funkci

1 kdyzu >w
1/2 kdyzu=w
0 kdyzu<w

g(u,v) =

potom z této mnoziny vypocteme
1 &£ Q
i=1 j=1

3. Metoda zmékcéovani

M¢éjme nezmékceny rozhodovaci strom, ktery pro

vstupni vzor x = (z1,...,%,) testuje ve vnitinich
uzlech vj,j = 1,..., s podminky tvaru
Ty < ¢ (M)

V listech jsou uloZeny hodnoty response z intervalu
(0, 1). Klasifikace timto stromem probiha tak, ze pro
predlozeny vzor se pocCinaje kofenem stromu testuje
nerovnost (1), je-li splnéna, pokracuje se v levém
podstromu, jinak v pravém podstromu, dokud neni
dosazeno listu, ktery ur¢i vyslednou response.

Odpovidajici zmékéeny strom bude mit stejnou
strukturu, hodnoty response v listech zlstanou stejné,
ale kazdy vnitini uzel bude kromé hodnot kj,c;
z podminky (1) urCovat realné parametry zmékceni
aj,b; > 0. Potom definujeme zmékeujici funci f; jez
linearné interpoluje body uvedené v tabulce:

t —0o0 —aj 0 bj
L] 1 1 (127070
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Response zmekceného stromu je definovana rekurzivné:
v listu stromu je pro libovolny vstupni vzor response
dana hodnotou uloZenou v tomto listu. Jinak pro strom
s kofenem v; a vzor x je vysledkem priimér response
levého a pravého podstromu vazeny hodnotami 7, x a
(1 — ’I"j7x), kde Tjix = fj (CCk-j - Cj).

Ulohou zm&ké&ovani je pak uréeni parametrt aj, b, i =
1,...,s, k Cemuz pouzivame optimalizaci funkce
zalozené na tom, jak zmékéeny strom s danymi
parametry klasifikuje vzory z trénovaci mnoziny.

V mnohych skutecnych klasifikacnich tlohach (véetné
klasifikace dat ,,Magic Telescope” pouzitych v naSich
experimentech), je podstatné dosazeni nizké urovné
background acceptance. Protoze background acceptance
tvori horizontalni osu ROC kiivky, charakterizuje
chovani klasifikatoru pfi nizkych hodnotach background
acceptance pocatecni ¢ast ROC kiivky. Nase metoda
proto pouziva jako cilovou funkci pro optimalizaci
plochu pod nejmensi casti ROC kiivky, jez pokryva
celou oblast, kde background acceptance neni vetsi, nez
zvolena hodnota 0 < © < 1. Tuto ¢astecnou AUC
oznacujme AUCg.

Predpokladejme dale bez ujmy na obecnosti, ze vzory
v mnozin€, z niz po¢itame AUCg, jsou oCislovany tak,
aby

R(xi) = R(x3) > -+ > R(xp)

R(x;) = R(x3) = --- = R(xg)
OznaCme ¥ nejvyssi hodnotu prahu, pfi niz je hodnota
background acceptance alespon O:

Y= R(xr_em)

Dale pocty pozitivnich a negativnich pfipadd, jejichz
response je alespon ¥ oznaéme:

Py i R(x) > 9)
Qy = max {j; R(Xj_) > 19}
Potom
1 Py Qo
AUCo = 5o > 9 (Re)R(x)))
i=1 j=1

Tato hodnota je vypoctena lehce modifikovanym
algoritmem pro vypocet standardni AUC uvedenym
v [4].

Pro optimalizaci cilové funkce je pouzit simplexovy
algoritmus pro minimalizaci (Nelder-Mead) [5].
Minimalizuje se —AUCg vypoctena z trénovacich dat.
Algoritmus vyZzaduje, aby ve vstupnim prostoru mely
vSechny dimenze stejnou skalu, tedy aby jednotkovy
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krok v libovolném sméru mel vzdy priblizné stejny
vyznam. Pouzita Skala byla definovana nasledovné:
Nejprve cely prostor ve vSech smérech omezime
nejzazSimi trénovacimi vzory, tak ziskame zakladni
hyperkvadr. Kdyz v uzlu v; podminka (1) rozdéluje
hyperkvadr vyssi urovné, ktery je v proménné xy,
omezen hodnotami z;1,z;2, kde z;1 < ¢; < zj2,
potom za jednotkovy krok v parametru a; resp. b;
povazujeme c¢; — zj1 Tesp. zj2 — ¢j. Zaroven jako
inicialni hodnoty parametrti pro zmékcovani se pouziji:

o 1

1
aj = (i = z); b = 7(z2 =)

4. Vysledky experimenti

Pro experimenty byla pouzita data ,,Magic Telescope”!,
ktera jsou zkoumana také v [1] a [3]. Trénovaci
mnozina obsahovala 12680 vzord, byla rozdélena na dvé
Casti v poméru velikosti 2:1, prvni ¢ast byla pouzita
pro rust stromu a druha Cast jako valida¢ni mnozina
pro profezavani. Strom byl vytvoren metodou CART,
velikost stromu je mozno fidit nastavenim parametrti
profezavani (viz [2]).

Pro zmékceni byla pouzita vySe popsana metoda
s parametrem © = 1/10, jakozto data pro vypocet
castecné AUC byla pouZita cela trénovaci mnozina. Pro
hodnoceni ziskaného klasifikatoru byla pouzita testovaci
mnozina o velikosti 6340 vzorg.

Obrazky 1 a 2 ukazuji ziskané casti ROC kfivek pro
vybrané stromy. Na obrazcich je ¢arkované vyznacena
ROC krivka nezmékCeného stromu na testovacich
datech; teckovana je ROC kfivka zmékéeného stromu
na trénovacich datech, tzn. jedna se o kfivku, ktera
figurovala v cilové funkci; plnou ¢arou je ROC kiivka
zmékceného stromu na testovacich datech.

Z obrazka je patrné, ze zmékceny strom je v oblasti
nizké urovné background acceptance lepsi klasifikator,
nez nezmékceny strom.Takové chovani se ukazalo jako
typické i na dalsich stromech.

5. Zavér

Plocha pod casti ROC kiivky se ukazuje jako
vhodna cilova funkce pro zmekcovani rozhodovacich
stromti pomoci optimalizace. Tuto cilovou funkci lze
optimalizovat metodou Nelder-Mead, coz proti doposud
zkoumanym cilovym funkcim optimalizovanym pomoci
simulovaného zihani vede k vyznamnému snizeni
Casové narocnosti zmékCovani. Dal$im piinosem je

Uhttp://wwwmagic.mppmu.mpg.de
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moznost preferovat nizkou background acceptance
klasifikatoru.

V dal$im vyzkumu se zamétfime na ladéni parametra
optimalizacniho algoritmu a budeme jest¢ zkoumat
modifikace cilové funkce. Pozornost bude také
vénovana skutecnosti, ze v provedenych experimentech
byla na mensich stromech zkoumana ¢&ast ROC
kiivky vypoctené z testovacich dat lepsi, nez ROC
z trénovacich dat. Tento aspekt je viditelny na obrazku
2 a byl pozorovan i na dalsich stromech.
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Obriazek 1: Casti ROC kiivek pro strom se 45 vnitinimi uzly
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Obrazek 2: Casti ROC kiivek pro strom s 10 vnitinimi uzly
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Abstract

A hybrid system is a dynamic system that exhibits both continuous and discrete behavior. With hybrid systems
we can model traffic protocols, networking and locking protocols, microcontrollers and many other systems where a
discrete system interacts some continuous environment. Usually in such applications there are some states that will
be dangerous for the system or its user. Hence, for a hybrid system we define some states as unsafe. Verification is
an algorithm that, for a safe hybrid system, proves that no unsafe state will be reached. In our work we improve the
method for verification of hybrid systems by constraint propagation based abstraction refinement proposed by Stefan
Ratschan and Zhikun She. Hybrid systems often contain variables with linear time evolution, which we call clocks.
We introduce hyperplane barriers into the abstraction of hybrid system, which we can compute from linear clock
constraints. This will give us more precise information about the hybrid system and saves us computation steps. Later
we will extend the method also to non-linear constraints using interval arithmetics.
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Abstract with Czech Linguistic Data and ILP”, To appear
in Proc. of 18th conference on Inductive Logic

Uncertainty querying of large data can be Programming 2008, Prague, Czech Republic.

solved by providing top-k answers according

to a user fuzzy ranking/scoring function. [3] A. Eckhardt, T. Horvath, D. Marusc¢ak, R.
Usually different users have different fuzzy Novotny, P. Vojtas  “ Uncertainty Issues in
scoring function — a user preference model. Automating Process Connecting Web and User”,
Main goal of this paper is to assign a user a Proceedings of the Third ISWC Workshop on
preference model automatically. To achieve this Uncertainty Reasoning for the Semantic Web 2007,
we decompose user’s fuzzy ranking function pp.104-115, Busan, Korea.

to ordering of particular attributes and to a

combination function. To solve the problem [4] A. Eckhardt, T. Horvath and P. Vojtas «“
of automatic assignment of user model we PHASES: A User Profile Learning Approach for
design two algorithms, one for learning user Web Search”, In Proc. of Web Intelligence 2007,
preference on particular attribute and second pp.780-783, Silicon Valley, USA.

for learning the combination function. Methods

were integrated into a Fagin-like top-k querying [S] A. Eckhardt, T. Horvath and P. Vojta§ * Learning
system with some new heuristics and tested. different user profile annotated rules for fuzzy
These user preference models can be used by preference top-k querying”, In Proc. of SUM 2007,
an artifical agent, which automatically selects pp. 116-130, Washington DC, USA.

objects that are most suitable for the user and , e .
present then to the user. The agent’s proposal [6] A.Eckhardt, J. Pokorny and P. Vojtas “ Integrating
can be modified by the user, making a feedback user and group preferences for top-k search from
for the agent in this way. This feedback is crucial distributed web resources”, In Proc. of DEXA
for better representation of user preferences. 2007, pp. 317-322 Regensburg, Germany.

[7] A. Eckhardt, J. Pokorny and P. Vojtas “ A system
[5. Due to the copyright issues, only the recommending top-k objects for multiple users
abstract is presented here, extended with second preferences”,  In Proc. of Fuzz-IEEE 2007, pp.
paragraph containing newer issues. 1101-1106, London, England.

[8] A.Eckhardt “ Inductive models of user preferences
for semantic web”, In Proc. of Dateso 2007, pp.
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Within the last 15 years there has been increasing patients with acute myocardial infarction consecutively
interest in the use of the classification and regression tree admitted to six municipal hospitals in the Czech
(CART) analysis as competitive means to the logistic Republic during the years 2003-2007. Data were
regression. Especially when modeling biomedical data, obtained by yearly retrospective chart reviews. The
a common goal is to develop a reliable clinical decision registry hospitals were: Caslav, Kutnd Hora and Znojmo
rule, which can be used later to classify patients in years 2003-2007, Jindfichtiv Hradec and Pisek in
into clinically relevant categories. In these situations, 2004, Chrudim in years 2005-2007. All of them are
the logistic regression does not always prove to be non-PCI hospitals from geographically different rural
the best choice. Instead we use CART, which is the regions of the Czech Republic and collaborate with
binary recursive partitioning method used to construct different PCI centers.
classification and regression trees. In such trees the
classification of each patient is simpler and more evident There was 3185 cases of patients who in the time period
to clinicians and medical doctors. Furthermore, the 2003-2007 presented with AMI to one of the registry
advantage of tree-base methods is that it does not hospitals, but since it was not possible to identify
require that one parametrically specify the nature of patients who were present more than once during the
the relationship between the predictor variables and five years period (with more than one AMI), we omit
the outcome. The assumption of linearity made in all the cases in which it is not possible to uniquely
generalized linear models is also relaxed. discriminate one patient from another. For this task we
use the categorical variables such as date of birth, date of
Logistic regression works well in modeling categorical MI, in-hospital mortality, previous MI, gender and local
data in various fields. However, the interpretation of hospital. This process yielded 312 AMI cases which is
its results is not always straightforward and logistic 9.8 % of all the data. This leaves 2873 observed patients
regression equations are sometimes difficult to use in with AMI. In our data there is also more than one
clinical practice, especially in situations in which the hundred cathegorical and continuous predictor variables
outcome variable has more than two levels or when with various mechanisms and amounts of missing data.
there is too many predictor variables with unknown We discuss the impacts of missing data on models
interactions etc. In these situations one usually uses obtained from both conventional logistic regression and
stepwise procedures such as forward or backward cart data modelling.
selection or its combinations to obtain a feasible model.
However, not depending on the choice of testing criteria The purpose of this study is to compare the predictive
(F-test, AIC, BIC, Mallows’ Cp) this is not sometimes a ability of logistic regression with that of regression
good choice because it leaves or omits all interactions tree methods in our sample and to discuss the impact
in the model in situations where we expect some of missing data on models obtained from logistic
significant onces. Another problem is with interpretation regression and CART. Great deal of effort is also
of sequentially used p-values and biased tests. dedicated to the interpretation of the results in clinical
practice. We use repeated split sample validation
We use both methods, CART and logistic regression, in using our dataset of patients hospitalized with acute
acute myocardial infarction (AMI) in-hospital mortality myocardial infarction.

modelling. Our data were available on a sample of
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Abstrakt

Bézné byva zdrojovy kod programovacich
jazykd ulozen v textovych souborech, které
jsou snadno editovatelné, ale nereprezentuji
ptimo strukturu zdrojového kodu. V tomto
clanku zkoumam koncept ukladani a prace se
zdrojovym kodem (jazyka Python) ve formé
stromu piikazii hierarchicky uspofadanych
podle syntaxe, coz ptinasi vyhody v reprezentaci
dodatecnych informaci popisujici zdrojovy kod
a pfi praci s nimi.

Dale v clanku popisuji knihovnu  pro
praci se zdrojovym kodem v tomto formatu,
kterou jsem vytvoril. Tato knihovna umoznuje
efektivné zpracovavat zdrojovy kod v navrzené
reprezentaci (importovat existujici zdrojovy kod
do stromu prikazi, nacitat, ukladat, upravovat a
vizualizovat strom prikazil).

1. Uvod

Nastroje pro praci se zdrojovym kodem jako:
automatické dopliiovani, navigace v kédu, rtizné
generdtory kédu nebo ndstroje pro refaktorizaci'
potrebuji znat syntaktickou strukturu zdrojového kodu
pro svoji praci. Jsou situace, kdy je potfeba nékteré
informace vztazené ke zdrojovému kodu uchovavat i
mezi jednotlivymi kroky editace.

Prikladem muze byt informace o tom, kdo editoval
naposled danou c¢ast kodu, ktera by se méla zachovat
pfi editaci jiné Casti kodu.

Dalsim prikladem mohou byt informace ziskané od
uzivatele pro provedeni refaktorizace, které by bylo
vhodné zachovat, pokud se neméni jejich platnost.

Je tedy vhodné takovéto informace uchovavat a

upravovat spolecné se zdrojovym kodem. Zdrojovy kod
by také mél byt vhodné strukturovan, aby se zmény
v ném daly izolovat na konkrétni misto a nebyla tak
ovlivnéna platnost vySe uvedenych informaci v jinych
castech.

K uchovani téchto dodatecnych informaci lze vyuzit
komentafe ve zdrojovém kodu. Komentafe ale nejsou
navrzeny k uchovani vétsiho mnozstvi strukturovanych
dat. Nezachycuji strukturu dat a pfi editaci zdrojového
kodu mohou uzivateli prekazet.

Ve své diplomové praci jsem proto navrhl strukturu,
ktera uchovava zdrojovy kod v hierarchické formé
stromu prikazii usporadanych podle syntaxe jazyka.
Tato struktura zachycuje zaklad syntaktického stromu,
ale bez jeho detailngjsi struktury. Umoznuje ke
zdrojovému kodu uchovavat dodatecné informace a
zaroven umoznuje dotazovat a editovat kod pfimo v
této strukture.

Praktickou realizaci vySe uvedeného navrhu je
knihovna, ktera umi zpracovavat zdrojovy kod pfimo v
navrzené struktufe. Existujici kod umi do dané struktury
prevést a v ni ho upravovat a uchovavat. Knihovna také
umi kod v dané struktufe zobrazit. Postupy pouzité
pfi navrhu struktury a pfi implementaci pro jazyk
Python se daji aplikovat na jakykoliv jiny strukturovany
programovaci jazyk.

2. Strom prikazi

Zdrojovy kod je mozné reprezentovat za pomoci
stromu slozeného z piikazi (viz. obr. 1). Prikazem
chapu termindaly vzniklé prepisem nontermindlu
simple_stmt (napt. prirfazeni, volani funkce, metody,
komentar).

IRefaktorizace predstavuje malé zmény programu neménici jeho funkénost, které maji za cil zlepsit jeho prehlednost a rozsifitelnost. Tyto
zmény jako prrejmenovani proménné, presun metody do jiné tfidy, atd. 1ze mnohdy provadét automaticky. V dynamicky typovanych jazycich (jako
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Blokovym piikazem rozumim fadku s definici metody,
tridy, podminky, cyklu. Blokové prikazy mohou
obsahovat dalsi prikazy a blokové prikazy.

Piikazy jsou slozené z logickych tokeni. Logicky

1: def set_visibility(self, value):
2 if value:

3: self.show()

4 else:

5 self.hide()

token je posloupnost stejného typu tokenti’> jazyka
Python. Rozlisuji tyto zakladni typy logickych tokent:
komentar, identifikator, klicové slovo a nerozlisené
tokeny. Rozdéleni ptikazl na logické tokeny umoznuje
snadnéji dotazovat téla prikazi.

def set_visibility(self, value):
else:

if value:

self.show() self.hide()

Obrazek 1: Priklad na strom ptikazi

3. Scénare pouziti stromu prikazi

3.1. Dotazovani kodu

Zdrojovy kod ve stromu priikazd lze lépe dotazovat
nez textovy soubor a zaroven je snadnéji editovatelny
nez syntakticky strom (ktery vSak zachycuje vice
podrobnosti):

e Z komentiii a dokumentaCnich fetézci’
obsazenych ve stromu prikazd lze generovat
dokumentaci ke zdrojovému kodu.

e Strom prikazii lze rozsifit a umoznit v ném
uchovani informaci, jaké identifikdtory jsou v
konkrétnich castech kodu pouzivany, jakého jsou
typu, zda jsou lokdlni nebo globdlni, atd.

e Pokud jsme schopni wur¢it a do kodu
poznamenat vazby mezi identifikatory, lze
pak implementovat vlastnosti jako automatické
doplriovani zdrojového koédu (nabidku kodu k
doplnéni na zakladé mista, kam kod vkladame)
nebo nastroje pro zrychleni navigace v kédu (skok
na dalsi pouziti nebo definici identifikatoru).

3.2. Transformace kédu

e Kod (se vSemi rozSifujicimi informacemi) lze
ménit transformacemi ve stromu prikazi, a proto
lze napt. provadét refaktorizace ptimo v navrzené
strukture.

e Pokud prevadime kod ze stromu prikazd do
textové podoby, lze ho filtrovat, a to i na
zakladé syntaxe (napf. lze jednoduse smazat
dokumentacni fetézce). Pii vystupu lze kod
doplnovat automaticky vygenerovanym kodem.

e Pomoci transformaci lze vynutit jednotné
formdtovani  zdrojového kodu. Takze napfr.

identifikatory mohou mit specificky tvar. Do
jazyka je mozné zavést rozSitujici viastni
syntaktické konstrukce a pomoci transformaci je
pii vytvafeni vystupu prevést na prikazy jazyka
Python.

o Lze registrovat zmény mezi jednotlivymi verzemi

souboru na zaklade€ pozice v syntaktickém stromu
(a ne pouze na zakladé cCisla fadky). Timto
zpusobem lze vytvorit nastroje diff a patch.
Program diff vytvoil na zakladé dvou verzi
souboru tzv. patch soubor, ktery obsahuje rozdily
mezi verzemi.
Program patch umi aplikovat tento soubor na
star$i verzi ptivodniho souboru a ziskat tak novejsi
verzi. Pokud patch soubor reprezentuje mista
zmén na zakladé syntaxe, je mozné jej pouzit i na
odlisnou verzi pivodniho souboru, pokud zistala
zachovana pfiblizné stejna syntakticka struktura
tohoto souboru.

3.3. Editace kodu

e Zdrojovy kod reprezentovany stromem prikazd
lze spolu s rozsifujicimi informacemi vytvdret,
editovat a primo dotazovat (bez nutnosti vytvareni
nezavislych pomocnych struktur, které by pak
bylo tfeba synchronizovat s ménénym zdrojovym
kodem).

e Ke zdrojovému kodu lze pfipojovat libovolné
dalsi rozsirujici informace. Napriklad informace
z programi pro praci se zdrojovym kodem,
jako je debugger, profiller a kontrola chyb. Tyto
informace pak lze spolu s kddem vizualizovat.

e Pii vytvareni kodu v této struktufe je mozné
sledovat editacni zmény (tedy kdo a kdy zmenil
konkrétni piikaz) a ziskat tak konkrétnéjsi

2nejmensi jednotka syntaktické analyzy, napt. klicové slovo, operator nebo &islo
3tetézec nachazejici se hned za definici tiidy nebo metody, ktery slouzi k jejimu popisu
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informace, nez jsou dostupné ze systému spravy
verzi.

4. Struktura vytvoiené knihovny

Knihovna pro zpracovani kodu ve formé stromu prikazi
je rozdélena do nékolika vrstev, pficemz spodni vrstvy
jsou nezavislé na vyssich a daji se tedy bez nich pouzit.

4.1. Objektova struktura

Zakladni vrstvou knihovny jsou objekty reprezentujici
prikazy jazyka (Python) a rozsirujici informace.

Z nich vytvorenou stromovou strukturu lze ulozit do
souboru typu XML a také z né&j nahrat. Strom prikazii
se sklada z objektt pro reprezentaci blokového prikazu,
prikazu, logickych tokemii a rozsifujicich viastnosti.
Logika pro prochazeni stromu piikazii je oddélena od
objekti tvoricich tento stromu.

4.2. Syntakticky analyzator

vvvvvv

analyzator (parser) [3] zdrojového kodu jazyka Python.
Jedna se o parser vybudovany nad standardnim
pythonskym tokenizérem.

Vyhodou naseho parseru je, Ze narozdil od standardniho
pythonského  parseru  zachovdvd  formdtovini
zdrojového kodu spolu s komentdri a pamatuje si pozice
prikazii v souboru.

Analyzator rozpoznava pouze zakladni strukturu
syntaktického stromu (od kofene po nontermindl
simple_stmt). Pokud nékde vznikne chyba v
disledku Spatné syntaxe vstupniho textu, pokusi se z
ni analyzator sam zotavit. Ve vétSin€ piipadd pomoci
ignorovani neCekanych tokent. Analyzator lze tedy
pouzit i pro vkladani nového textu do stromu piikazi.

4.3. Vrstva transformaci

Nad vrstvou zakladnich objekti se nachazi objekt
Document (viz. obr. 2), ktery umoziuje na stromu
ptikazii provadét rizné transformace.

Transformation

‘}done. undone

0: 1
LineSelection — % Document [*#
0:1 0:1

EntityCollection

CharTraveller RootLine

Obrizek 2: Objekt Document

Mezi zakladni transformace patii odstranéni prikazu,
pridani prikazu a prresun prikazu. Ostatni transformace
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jsou tvofeny pomoci téchto zakladnich. Provedeni
zakladni transformace mize zpusobit vznik uddlosti,
ktera se Sifi ve stromu prikazii smérem k listim a
umoznuje tak aktualizovat udaje, které se provedenim
transformace zménily.

RozliSuji udalosti on_set a on_clear. Prvni se
vola prfi zméné nebo vytvofeni néjakého prikazu
a druha naopak pfi odstranéni piikazu. VsSechny
transformace jsou implementovany pomoci navrhového
vzoru piikaz (Command pattern [2]). Transformace
lze vracet a skladat dohromady. Slozené transformace
pak lze vratit najednou. Ve stromu piikazi lze takeé
vyznalit oblast mezi dvéma piikazy se spolecnym
rodicem a na vSechny piikazy v této oblasti aplikovat
transformace zaroven. Mimo to objekt Document
umoznuje vyuzivat vlastnosti, které se ve stromu prikazi
uchovavaji jen tehdy, pokud se jejich nastaveni lisi od
zékladniho. Tyto vlastnosti umoziuji snizit pamétové
naroky knihovny.

4.4. Vizualizace

Nejvyssi vrstva vizualizace je rozdélena na dve Casti:

e Obecnou vizualiza¢ni komponentu, ktera
poskytuje rozhrani pro zobrazeni stromu prikazi
a provadéni operaci na ném. Obecna vizualizace
obsahuje také systém hierarchickych menu,
ktera umoznuji implementovat ovladaci rozhrani
nezavisle na pouzité zobrazovaci knihovng.

e Specifickou implementaci vizualizacni
komponenty s vyuzitim multiplatformni knihovny
wxWidgets. Knihovnu WxWidgets, ktera se
stara o vlastni zobrazeni, jsem si vybral, protoze je
zdarma dostupna pro platformy Windows, Linux
i MacOS.

Vizualizacni komponenta umi zobrazit strom
ptikazi do linearniho formatu komponenty pro
vkladani texti knihovny wxWidgets (viz. obr.
3). Objekt Document pfi zménach stromu
piikazt, vybéru prikazi nebo kurzoru umi volat
nadrazeny objekt, ktery se postara o vizualizaci
téchto zmén. Timto objektem je vétsinou prave
vizualiza¢ni komponenta.

Pokud ve stromu prikazti provedeme zmény, umi
vizualizace efektivné zobrazit pouze tyto zmeény.
Komponenta pro vkladani textd, kterou zobrazeni
realizuji, umoznuje vymazat Cast textu a vlozit text
na urcenou pozici. UrCeni pozice v této komponenté
provadim pomoci vlastnosti, ktera je nastavena ke vsem
ptikaziim a urcuje uroven odsazeni ptikazu (hloubku ve
stromu), délku prikazu v textu a vzdalenost prikazu od
svého rodice v textu.
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sourceded’
#loading input adit i
f = open{'A-large.in') ;
fout = open{'output.txt', 'w') file
N = 1ntlf.readlane()) prev line
for en in xrange(n): i
next line

#read data

S = int(f.readline())
engines = {}

engn = B

go to parent

go to child

Obrazek 3: Ukazka vizualizace stromu fadek

5. Priklady pouziti vytvoiené knihovny

5.1. Syntakticky analyzator

Nasledujici prikazy na obrazku 4 prevedou fetézec
test_code (obsahujici kod jazyka Python) na strom
piikazii.

test_code = \
'’ ’class A:
def prvni (self):
print ‘prvni’

def druha(self):
print ‘druha’

def treti(self):
print ‘treti’
from document import Document
from plugins import SplittingParser
root = SplittingParser().parse_string(test_code)
document = Document ()
document . insert_source_tree (root)

Obrazek 4: Volani parseru

CodeR oot

/

CodeLie

Obrazek 5: Objekty reprezentujici kod

Samotny prevod realizuje objekt SplittingParser.
Vrchol stromu prikazti pak pritadime objektu
Document, ktery se stara o manipulaci s timto

stromem. Na obrazku 5 jsou v obdélnicich vyznaceny
typy objektl, které tvori strom prikazi. V ovalech
nalevo od kazdého piikazu jsou pak vypsany tokeny
jazyka Python, které ho tvori. Barva ovalu oznacuje typ
tokenu. Tokeny stejného typu vyskytujici se za sebou
jsou reprezentovany jednim objektem.

5.2. Ulozeni do souboru

Piikazy na obrazku 6 provedené po prikazech na
obrazku 4 ulozi strom piikazii do XML souboru (obr.
7) a pak ho z n&j znovu nactou.

document . save (' vystup.pyt’)
document = Document ()
document .load (’vystup.pyt’)

Obrazek 6: Prikazy pro ulozeni a nahrani dokumentu

Odpovidajici XML soubor je rozdélen na hlavicku a
télo. V hlavicce je umisténo mapovani jmen v souboru
na verze a nazvy v programu. V téle je pak ulozen strom
prikazt. Kazdy piikaz a token je uloZzen pomoci html
tagu entity. Rozdilné nazvy v souboru a programu
pouzivam z divodu délky téchto nazva.

Pii nahrani souboru se pomoci DOM parseru* naéte cely
soubor a pro kazdé jméno entity se za pomoci hlavicky
vybere objekt “importer*, ktery prevede serializovand
data na aktualni verzi objektu. Timto zplisobem je
zajisténa kompatibilita se starsimi verzemi ulozenych
dat.

<source ver="0.1">
<head>
<mapping>
<map name="classline"
eid="plugins.code.ClassLine" ver="1" />
name="defline"
eid="plugins.code.DefLine" ver="1" />
name="code"
eid="base.CodeToken"
name="croot"
eid="plugins.code.CodeRootLine" ver="1" />
name="keyword"
eid="base.KeywordToken" ver="1" />
name="name"
eid="base.NameToken"
</mapping>
</head><entity name="croot" uid="int 2">
<list name="lines">
<entity name="classline" uid="int_3">
<list name="tokens">
<entity name="keyword" text="str class" />
<entity name="code" text="str_ " />
<entity name="name" text="str A" />

<map

<map
/>

ver="1"
<map

<map

<map

/>

ver="1"

Obrazek 7: Obsah XML souboru

4Document Object Model parser - syntakticky analyzator, ktery prevede XML soubor na jeho objektovou reprezentaci v paméti
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5.3. Editace

Objekt Document umi strom prikazl transformovat.
Prvni odstavec kodu (obr. 8) vytvori v dokumentu vybér
mezi ukazateli start a end. Dalsi ptikaz pak tento
vybér prikazii vymaze. Posledni prikaz pak vse vrati do
puvodniho stavu.

root = document.get_root ()
start = document.get_traveller (root [0] [0])
end = start.copy()

end.go_next_sibling()
document .set_selection(start, end)

document .delete ()
document . undo ()

Obrazek 8: Prikazy pro editaci dokumentu

5.4. Rozsirujici informace

Strom prikaztl lze rozsifit o libovolné dalsi informace.
V nasledujicim prikladu (obr. 9) zavadim skupinu
informaci, ktera bude reprezentovat, kdo a kdy
zménil naposledy konkrétni piikaz. Tato skupina je
reprezentovana objektem EditMark a musi byt
odvozena od tfidy Entity. Ke kazdému prikazu ve
stromu prikazii se navaze jedna instance této skupiny
(ptikaz, ke kterému je instance skupiny navazana nazvu
kontrolovany prikaz). Nové vytvorené tfidé je potfeba
nastavit identifikator v XML souboru, jednoznacny
identifikator v programu a verzi ukladanych dat.

Metoda serialize wukladd perzistentni data
vlastnosti EditMark do XML souboru a metoda
deserialize se stara o nahrani téchto dat z XML
souboru. Pii zméné kontrolovaného prikazu se zavola
metoda on_set, ktera vlastnosti nastavi aktualni udaje.

Dilezity je posledni radek prikladu, ktery knihovné
fika, jakym zptisobem ma vytvorit objekt této skupiny
vlastnosti, pokud na jeho data narazi v XML souboru.
Proto je potfeba tento fadek provést pred jakymkoliv
nahravanim souboru.

class EditMark (Entity) :
name = ‘editmark’
entity id = ’‘plugins.editmarks.EditMark’
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version = Version(’0.1.0")
def on_set (self, root, source):
#aktualizuj udaje

def serialize(self, doc):
e = Entity.serialize(self, doc)
doc.serialize type(e, ’editor’,
self.editor, int)
doc.serialize_type(e, ’'time’,
self.time, datetime)
return e
def deserialize(self, e, doc):
Entity.deserialize (self, e,
self.editor =

doc)
doc.deserialize_ type (e,
‘editor’, int)
doc.deserialize_type (e,
‘time’, datetime)

self.time =

register_ importer (EditMark.entity_id,
DefaultImporter (EditMark))

Obrazek 9: Priklad rozsitujici vlastnosti

6. Zavér

Vytvorena knihovna pro praci se zdrojovym kodem ve
stromu prikazd je volné k pouziti [4] pod licenci BSD
pro vytvareni nastroju pro praci se zdrojovym kodem.
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Abstract

This paper presents an overview of
the techniques used to solve constrained
optimization problems using evolutionary
algorithms. The construction of the fitness
function together with the handling of
feasible and infeasible individuals is discussed.
Approaches using penalty functions, special
representations, repair algorithms, methods
based on separation of objective and constraints
and multiobjective techniques are mentioned.

1. Introduction

Evolutionary algorithms have been successfully used
in a range of applications. [I] Majority of the
papers presented pertain to unconstrained optimization
problems. As [2] argues, virtually all real problems
are constrained. Thus, the study of constraint-handling
methods that can be used with evolutionary algorithms
is an important subject.

Evolutionary algorithms are based on a analogy with the
evolution process occurring in nature: The individuals
have genes that encode the solution. The individuals
are compared with others and those that perform
better (have higher fitness) get higher probability of
propagating their genes into the next generation. The
genes of the offspring population are the product of
applying genetic operators to the genes of their parent
individuals.

For an evolutionary algorithm, the following is needed:

e A representation of the potential solution (an
individual).
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e A way of initializing the population of the
individuals.

e Genetic operators that act on the (parent)
population — typically recombination and
mutation.

e Seclection operator that chooses which individuals
propagate to the next generation.

Evolutionary algorithm can be formally defined as
follows (based on [1]):

Definition 1 (Evolutionary algorithm) The following
algorithm is called an Evolutionary Algorithm:

1. t<—0
2. initialize:
PO = {ao, N

() #1) do

s} CT
3. while (v ((Po,. ..
(a) recombine:

Pl — r;t(i) (P,)

(b) mutate:
t
PtN - m(()t)(Ptl)

m

(c) select: if x = 1.

Py — 8522t>)(P{/)

else:

Py — sgzgt))(Pg’ UP,)

d t—t+1
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where:

o T =+ I is the individual space

® ag,...,a, is the initial population

. (H(i))ieNo is a sequence of the parent population
sizes

o ('u/(i))ieNo is a sequence of the offspring
population sizes

oL : {(I”(i))t ‘tGNo} — 0,1} is the

i=0
terminating criterion

o x € {0,1} chooses between (j1, ) and (p + N)
selection method

° (7" ) ien, S a sequence of recombination
operators.:

T(i) . ES}') _ [I”(i) —>I“/(i)}

where Eg) is the set of recombination parameters
and 08 € =1V
o (m)

ieNo is a sequence of mutation operators:

=) _, Iu’“)_)zu'”)}

where ES}? is the set of mutation parameters and
6% € =1

® (S(i))i,ENo

§0)

is a sequence of selection operators:

L20 [Iu’(“+xu"“ _, gutty

where ES) is the set of mutation parameters and

6% e =Y

In this paper we focus on applying evolutionary
algorithms to constrained optimization problems. By
this we mean the following:

min f () (1)

subject to:
gi(x) < 0 Vie{l,...,ng} )
hi@) = 0 Yje{l,...,n) 3)

where the set ) is the search space. Let n denote the
total number of constraints:

n=mng+np
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The constraints (3) and (2) implicitly define the feasible
set ®:
® = {z€Qgi(z) <OAhj(z)=0
Vie{l,...,ng},Vj€ {1,...,nh}}

We make no additional assumptions about the feasible
set. In general it can be a non-convex, even a
disconnected set.

Defining T = Q — &, it can be stated that the search
space (2 is partitioned into two disjoint sets: the feasible
set ® and the infeasible set Y.

The level of violation of the constraints (2) and (3) by a
point z € ) can be measured as follows:

“4)
)

max {0, g;(z)}
|h ()]

foralli € {1,...,ng},j € {1,...,np}.

An equality constraint /;(z) = 0 can be transformed
into inequality constraints in the following way:

[hy(z)] < e

where ¢ is a small constant specifying the tolerance.

This approach allows the equality constraints to be
treated as inequalities, which can be useful for methods
that do not treat equality constraints separately.

2. Fitness function

The fitness function is a function ¥ : 7 — R that
evaluates the individuals according to how well they
solve given problem.

The design of the fitness function can be a non-trivial
task even for an unconstrained problem. In case of
constrained problems, the design of a good fitness
function is even more difficult. In [2] the following
points guiding the design of the fitness function are
listed:

1. How should two feasible points be compared?

2. How should two infeasible points be compared?
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3. How are the functions for feasible and infeasible
points related? Should feasible points be always
”better” than infeasible ones?

4. Should infeasible points be considered harmful
and removed from the population?

5. Should infeasible points be “repaired”?

6. If individuals are repaired, should this repaired
individual be used only for evaluating its fitness
(Baldwin effect) or should the individual be
replaced (Lamarckian evolution)?

7. Should infeasible individuals be penalized?

8. Should the algorithm start with a feasible
population and keep the feasibility throughout the
run of the algorithm?

During the run of the algorithm, the population
can generally contain both feasible and infeasible
individuals. In the end though, the answer must be a
feasible solution, as the infeasible individual, no matter
its fitness from the point of view of the evolutionary
algorithm, is not a solution to the original problem.

An obvious method of ensuring this works by removing
all the infeasible solutions, so that the population never
contains an infeasible individual. While this method has
been used, in many problems it does not work. (See
section 3 for more information on this approach.)

This leads to the conclusion that the evolutionary
algorithm should allow the infeasible individuals in
the population. Because of this, a decision has to be
made on how to compare the feasible and the infeasible
individuals.

One way to tackle this task is to define the fitness
function as follows:

Flz) = {

When evaluating Fg, the actual value of the constraints
should not be important, as the point is in the feasible
set. When evaluating Fy, the question is if the value of
the objective function f should be taken into account.
Fy should react to the fact that the solution is not
feasible and direct the search into the feasible set. Yet,
should it be based on the amount of the violation, or
should it only reflect the number of violated constraints?

Fo(x)
FT<$)

rzed

zeY ©

While the inclusion of the objective f in Fy might help
guide the search, sometimes (in case the objective is
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not defined outside of the feasible region ®) this is not
possible.

It should be noted that in some evolutionary algorithms
the fitness function is not explicitly needed. For
example, if the evolutionary algorithm wuses the
tournament selection, all that is needed is an ordering
relation defined over the individual space Z. Still, this
does not relieve us of the burden of satisfactorily
answering the aforementioned questions.

An overview of some of the methods that were used to
solve constrained optimization problems follows. The
methods differ by how they answer the aforementioned
questions.

3. Penalty functions

The oldest and most common approach to solving
constrained optimization problems using evolutionary
algorithms is the use of a penalty function. The method
is based in the idea of adding to the objective function
f a function that penalizes solutions laying in the
infeasible set, thus decreasing their fitness.

There are two basic options: interior penalty functions
— this approach starts from a feasible solution and the
penalty function is defined so that its value approaches
to infinity as the solution moves towards the boundary
of the feasible set, and exterior penalty functions — this
approach starts from any (generally infeasible) point in
the search space and the penalty is used to guide the
search into the feasible set.

An advantage of the exterior approach is that it does not
require an initial feasible population.

The generic formula for the fitness function with an
exterior penalty is:

F(z) = f(z) + PY(x) O]

where P(Y) : T — (0,400) is the penalty function
satisfying for all x € ® and for all ¢ € Ny:

PO (z) =0

A problem with this approach is the choice of the
value of the penalty: Too small penalty value does
not discourage the algorithm from the infeasible set,
possibly resulting in an infeasible optimum. On the
other hand, too high penalty value might prohibit
the algorithm from crossing the feasible set boundary
(which might be useful or even necessary in case the
feasible set is non-convex or disconnected) and from
exploring the boundary of the feasible set.
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In [3] author suggests the relation between an infeasible
individual and the feasible set plays an important role
in the penalization. There are several ways how this
relationship could be reflected in the penalty function:

1. the penalty is constant — the individual is being
penalized for being infeasible

2. the penalty reflects the amount of constraint
violation

3. the penalty reflects the effort needed to make the
individual feasible

This method was advanced in several directions in order
to tackle this issue:

static penalties In this approach, the value of the
penalties is independent of the generation number.
Typical choice for P*) is:

PO (z) = Z a;Gi(x)? + Z bjH;(x)”
i=1 j=1

with 8,7 € {1,2}, a;, b; positive constants
called penalty factors and G;, H; as defined in (4)
and (5).

dynamic penalties In this approach, the value of the
penalties is dependent on the generation number.
Typically, the penalties rise over time. This
enables the population to explore the search space
(low penalties) and eventually move into the
feasible set. An example of this approach is:

Ng np
PO (x) = (ct)| Y aiGi(x)™+ ) biH;(x)"
i=1 j=1

annealing penalties This method was inspired by
simulated annealing: The penalties change when
the algorithm gets stuck in a local optimum.
The penalty rises over time to penalize infeasible
solutions in the end of the run of the algorithm.

adaptive penalties Within this approach, the penalty
uses the previous states of the algorithm: The
penalty with respect to a constraint is increased
if all the individuals in the previous generation
were infeasible. The penalty is decreased if all
the individuals in the previous generation were
feasible.

co-evolutionary penalties In this approach, there are
more populations, for example a population for
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the evolution of solutions and a population for the
evolution of the penalty factors. A co-evolution
scheme is then used.

death penalty This is a simple method that works
by eliminating all the non-feasible individuals
form the population. While it can be easily
implemented, it tends to work only if the feasible
set is a reasonably large subset of the search space
and when the feasible set is convex. [2]

Another approach in this category works by focusing the
search on the boundary of the feasible set ®. According
to [1], many real-world tasks have optimum for which
at least some constraints are active, so the focus on the
boundary of the feasible set seems reasonable. The way
the border is explored is by varying a penalty and thus
forcing the individuals to cross between the feasible and
the infeasible set.

The main disadvantage of the penalty methods is
their dependency on multiple parameters. While some
guidance has been provided, often the parameters have
to be empirically determined. [1] Also, penalty methods
often do not perform well when the problem is highly-
constrained or when the feasible set is disconnected. [2]

4. Special representations

This approach tackles the optimization problem by
designing a special, problem-dependent, representation
of the individuals. This in turn calls for special operators
to be used on those individuals. The operators used
typically preserve the feasibility of the population. The
motivation behind this approach is to simplify the
feasible set (2.

The representation is problem-specific. While the
approach was successfully used on specific problems, it
is difficult to generalize this approach.

5. Repair algorithms

This approach works by repairing infeasible individuals.
Two ways are possible: The repaired individual is used
only to evaluate the fitness of the original, or the
infeasible individual is replaced with the repaired one.

The resulting individual is not necessarily feasible, but
the amount of constraint violation is reduced.

This method was generalized into the area of
constrained multiobjective evolutionary optimization
in [4] and [5].
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The repair approach often has problems with keeping
the diversity of the population. Also, the repair operator
can sometimes introduce a strong bias into the search
process. [3]

6. Separation of constraints and objectives

The following approaches do not mix the objective
and the constraints together. There are several different
methods reported in [2] and [3].

6.1. Superiority of feasible points

In this approach feasible individuals are always
considered superior to infeasible ones.

One way to ensure this is to map the objective function
onto a bounded-above interval, e. g. (—oo,1) and
specify the fitness function like:

e ={ 1) T ®)

where L : T — (1,+00) is a function measuring the
level of constraint violation.

An interesting adaptation that does not require the
objective to be bounded-above is:

F@){f@) ved

O 4 L@) e ©)

where f,gf()m = MaXgzeP,)Ne f(z)and L : T — RT is

a function measuring the level of constraint violation.

A different way to ensure the feasible points are always
superior is to use tournament selection with the rules
(z and y denotes the individuals being compared) from
table 1.

Table 1: Tournament selection for the superiority of feasible
points method

re® | ye T | xispreferred over y

xeY | yed | yispreferred over

ze® | ye P | decide based on f(x)and f(y)

z €Y | ye Y | decide based on constraint
violation

6.2. Behavioral memory

This method requires a linear ordering of the constraints.
Then it proceeds as follows:

1. initialize the population randomly
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2. evolve the individuals to minimize the violation
of the first constraint; stop when the percentage
of individuals feasible with respect to the first
constraint surpasses given percentage

3. j—2
4. while 7 < n do:

(a) evolve the individuals to minimize the
violation of the j-th constraint while
removing individuals which do not satisfy
any of the constraints 1...j; stop when
the percentage of individuals feasible with
respect to the j-th constraint surpasses given
percentage

(b)j—j+1

5. evolve the individuals to minimize the objective
f while removing infeasible individuals from the
population (death penalty — see section 3)

This approach is similar to the lexicographic ordering
approach mentioned in subsection 7. A drawback is
that the initial ordering of the constraints influences the
results obtained.

Those methods do not work well when the size of the
feasible set is relatively small (when the constraints
are difficult to satisfy). Another problem mentioned in
[3] is the difficulty of maintaining the diversity of the
population.

An interesting point to make is that those approaches
never evaluate the objective on infeasible points, making
it interesting for problems with hard constraints.

7. Multiobjective techniques

The technique works by transforming the original
constrained optimization problem into an unconstrained
multiobjective problem, turning the original constraints
into additional objectives. The problem (1) — (3) turns
into:

min(f, G1(2), . G, (), Hy(2), ..., Hy, (x))

(10)
The ideal solution of (10) is an z*?% ¢ & such that:
f(l,ideal) _ minze‘bf(f)
G (xideal 0Vie{l,...,n,}

H (ool 0Vje{l,....,ny}

Unlike in actual multiobjective optimization, here we
are not interested in finding good trade-offs between
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the objectives (the original objective (1) and the
constraints): Any feasible point might be acceptable,
no matter the actual value of the constraint violation
values. On the other hand, a global minimum that lies in
the infeasible set is no solution to the original problem,
even if it means a good trade-off in the multiobjective
problem.

In [6] a min-max-like approach was described: The
evolutionary algorithm uses the tournament selection
with the rules (x and y denotes the individuals that are
compared) according to table 2.

Table 2: Tournament selection for the min-max approach

in [6]
re® | ye T | xispreferred over y
zeY | ye® | yispreferred over =
ze® | ye P | decide based on f(x)and f(y)
xeY | ye YT | select the individual having
the smallest maximal constraint
violation.

8. Conclusion

This paper presents several ways of handling constrains
together with evolutionary optimization. Majority of the
approaches does need to evaluate the objective outside
the feasible set, which renders the methods unusable
for constraints that cannot be relaxed. Handling such
problems with evolutionary algorithms seems therefore
like an interesting option for further research.
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Abstract

A class of incompressible fluids whose
viscosities depend on the pressure and the
shear rate is considered. The existence of
weak solutions for flows of such fluids under
different settings was studied lately. In this
short note, two recent existence results are
adverted and their direct generalization into
different setting is indicated; in this setting
the corresponding energy estimates are derived
showing the existence of a solution to an
approximate system. A minor correction to one
of the referred papers is also stated.

1. Introduction

The Newtonian homogeneous incompressible fluid is
described by Navier-Stokes equations, where a linear
relation between the stress tensor and the symmetric
part of the velocity gradient is assumed, with a given
constant called viscosity. However, in many important
applications a non-Newtonian model is required. In this
short note, the existence of a weak solution for steady
flows of fluids with the viscosity increasing with the
pressure and decreasing with the shear rate is addressed.

bounded domain, d > 2) solving the equations:

dive=0 inQ, (1)
div(v ® v) — div[v(p, | D(v)|?)D(v)]
=-Vp+b inQ, 2

(V denotes the Eulerian spatial gradient, D(v) =
(Vo + (Vu)T) the symmetric part of the velocity
gradient) completed by:

/deaszo ()

and by the Dirichlet boundary condition

V= on 0f, 4)
where ¢ : 90 — R%and b : Q — R are given. We
shall denote the system (1)-(4) by Problem (P). Standard
notation! concerning function spaces is used.

For the viscosity v(p, |D|?) the following assumptions
are considered:

A1l For a given r € (1, 2), there are positive constants
C1 and Cy such that for all symmetric linear
transformations B, D and all p € R

2
2252 12 o 9lv(p,[D¥)D]
1.1. Fluid model Ci(1+ D)= B < 3D -(B®B)
. . . . r—2
The 'theoretlcgl analysis of the following 'problem is < Cy(1+|D*) = |BJ?,
considered: Find the pressure and the velocity (p,v) =
(pyv1,...,0q) @ Q@ — R (Q C R? being an open where (B ® B)ji; = BijBg.
For 1 < r < oo, the symbols (L" (), || - ||-) and (\7\7(1[’);(9)7 [| - ||1,r) denote the standard Lebesgue and Sobolev spaces (with zero trace on
Q). If X(Q) is a Banach space of functions defined on §2 then (X(£2))* denotes its dual space. Also, X(Q) := X(2)% = {u: Q — R%u; €
X(Q),i=1,...,d}. Further, (W*LT' Q) - [l=1,m) = (Wé’r)*, where 7/ = —T=. We use the Einstein summation convention in the text.
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A2 For all symmetric linear transformations D and for
allpe R
Olv(p,|D[*)D]
dp

r—2
‘§7d1+u)%4§7m
with

o1 G _ 1
o Caiv2 C1+C2 ~ 2Cqiv2

The constant Cy;y, 4 originates in the following problem,
which is instrumental in the proof of the existence: For
g € LY(Q) given, [, gdx = 0, find 2 solving

dive=g inQQ, z=0 onoQ. 5)

For ¢ € (1, 00), the bounded linear Bogovskii operator
B : L4(Q) — Wy%Q), assigning z = B(g) the
solution of (5), fulfills

I2l11,4 = [1B(9)l[1,¢ < Caiv,qllgllq- (6)

Moreover, if g = div f, with f € W14(Q)and f-n =0
on 0f2, then

[l2llg = [[B(div f)llg < Daivgllfllg- (D
Note that the assumptions (Al) and (A2) determine
the fluid model to be shear-thinning and allow it to
be pressure-thickening. Examples and more details can
be found e.g. in [1]. Note also that the following
inequalities result from (A1) and (A2), see [1, 2] for
their proofs. First,

C
v(p,ID)D:D > (DI ~1),  ®)
C
v(p. DP)D| < —(1+ D) (9)

holds for all symmetric D and all p € R. Then, defining
2= (10)
r—2
2

1
/(1+\D1+5(D27D1)\2) D! — D?|%ds,
0

there hold
CLr2 < (vp!, [D*P)D! — w2, [D?)D?)
: (D' -D?) + il Pt —p°, (11)
2C1
|I/(p17 |D1‘2)D1 _ V(p2, |D2|2)D2‘
< Oy (1"2)? 470 |p" — p?). (12)

1.2. Results

The model described above has been systematically
studied in last decade or more; the reader is kindly asked
to find references given in [1] and [2].

In [1], the existence of a weak solution to Problem
(P) including the non-homogeneous Dirichlet boundary
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condition (4) was proved, either for small data or
assuming the inner flows:

p-n=0 ondf. (13)
The proof is given for d = 2 or 3 and for
3d
— < 2.
i+2=""
3d_

The lower bound relates to the fact, that with r > ii3
the solution is a possible test function in the weak
formulation and a standard monotone operator theory is
applicable, supplied by proper estimates on the pressure.
Within the proof, the following e-approximate system is
utilized, replacing equation (1) by

S—Z =0 on 9N

for € > 0. The solution to Problem (P) is obtained by
the limit e — 0.

—eAp+dive =0 in {2, (14)

Recently in [2], the theory was extended to the case

2 sd
d+2 Td+2’
considering the homogeneous Dirichlet boundary
condition
=0 ondN.

The starting point is the following 7, e-approximate
system, replacing (1) by (14) and replacing (2) by
N> v + div (v ® Pv) }
— div[v(p, ID@)|*)D(v)] = ~Vp +b
for n > 0, where P is a projection to divergence-free
functions.

(15)

The goal of the presented paper is to follow these two
results and to study the existence of a weak solution to
Problem (P) with

and subject to non-homogeneous Dirichlet boundary
condition. Section 2 derives the energy estimates for
the corresponding 7, e-approximate system, thereby
showing the existence of its weak solution. In Section 3,
the main existence theorem is merely stated, the
remaining parts of the proof-the limit procedures ¢ — 0
and n — 0-being left to the reader, referring to [2]. The
theorem assumes non-homogeneous Dirichlet b.c. with
small data, its corollary then treats inner flows with large
data. In the last section, some minor correction to [1] is
mentioned.

2. Energy estimates
The main result of this paper is the following variation

of Lemma 4.1, which is the starting point of the result
established in [2].
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Lemma 1 Let e,n > 0 be arbitrary. Let Q € C%', d > 2 andb € W17 (Q) be given. Let
2d 3d
—— <r<min {2, —— 16
r < min { p 2} (16)
and the assumptions Al and A2 be satisfied. There are certain positive constants Hy, Ho which depend on r, ), C1,

Cs and b and which are small enough such that they meet the inequality (23). Let there exist A > 1 and ® € W (Q)
such that, with q := T(dﬁﬁ ,

div® =0 inQ, tr®=9¢ and ||@|], < Hi\"2 and IV®||, < ||®]]1, < HaA. (17)

Then there exists a couple (p,v) satisfying
v=u+® weW (QNL*(Q) and peW Q) NL3Q), (18)
s/QVp-Vfd:I:+/Q§divvdz =0  forallt € WH2(Q), (19)

n/ﬂ‘u|2r’_2u.¢dm+/ﬂu(p,|D(v)|2)D(v):D(i/f)dm—/ﬂ(u@u):V@/de 0
- %/(divu)u-wdm:/pdivz/)dx+(b,1/)> forall'«bEWé’r(Q)ﬂLz”'(Q).
Q Q

Moreover, the following estimates hold.:

ellpllf 2 +n I3 + IDE)]; < C < +oo, (€20
[v(p, D@))D@)[l,r < C <+oo  and  ||pl|__2ar _ < C(n) < +00. (22)

r(d—2)+d

Proof: Note that all integrals make sense:

ve W () NLY (Q) <« &e WL (Q)NLY(Q), whereq > 2 since r < PR

Edivo e LY(Q) < £eW'(Q) — L (Q) sincer > %,
v(p, D)*)D@) : D) € L}(Q) <« v, € WH(Q) and since (9).

The pair (p,v) fulfilling (18)-(20) can be found as a limit of Galerkin approximations. The proof uses Brouwer’s fixed
point theorem, the compact embedding argument, the monotonicity conditions (11), (12) and Vitali’s theorem. Here
the first steps are provided in detail and, in time, the remainings are referred to [1].

Take {a¥}72, and {a*}$° | any bases of W12(Q) and W (Q2), respectively. Define the Galerkin approximations as
follows:

N
pN = Zk:l C}:Y(Oék - ﬁfﬂ ak dx) fOrN =1 2
N N Nk N I A
v =043 dya” =P+u
where ¢V = (Y, ..., cN)anddV = (d, ..., dY) solve the algebraic system
M([e",a")) =0,
with M : RN — R2N being a continuous mapping:
MV, dN]) = 5/VpN-Vakdz+/akdivadz, k=1,2,....,N
Q Q
! 1
My (V@) = n | WV 2 calde — [ (N @v"V): Va'dz - 5/(diqu)uN -a'dz
Q ) Q

+/u(pN,|D(vN)|2)D(vN);D(al)dx—/deivaldz—<b,al>, =12, . N.
Q Q
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The basic estimate is obtained by testing the equation by (p’¥,u”) as follows. First, realize that (recall divo’Y =
divau'Y)

=tlconv

MU ) - (. a¥) = VNI~ [0V @ o) Vit de = 5 [ dive®) e
‘l-/QI/(pN, DEM)HDY) : DY) dz — (b,u”).
Since & [, (dive™) [ul 2 dz = — [, @ u) : Vu® dz, it follows that
Ieony = f/Q(<I>®<I>+<I>®uN+uN ®®): Vul¥dzx,
which implies (using Hoélder’s, Korn’s and embeddings inequalities and using 7 > j—fl)

Heonv| < HVUNIIT<2||uNIIdr_dT||‘I>||q+||‘1>\|§r/)SCIID(UN)IIf||<I>||q+CIID(UN)HTII‘I>H§7

where ¢ = Twﬁﬁ > 27, Throughout this text, the symbols C' denote positive, generally different constants.
Further,
/ v(p", DY) )D®Y) : Du")dz = / (™. [DEY))DE") : (DY) - D(®))dz

> 5t [IpW)rde = GHol— 24 [ 1+ D)) p@)] iz
< C D)+ D@~ 0~ C 1@ 1+ D) + D -

Using |a + b|" ! < |a|"™1 4 |b|""! due to r — 1 < 1, it follows

/QV(pN7 DEY)P)DEY) : D) dz > C|D@") + D@)||, (ID@™)[[;~" — |ID(@)[;")

—C=CID@)], (1+|D@™)[[;~" +[D@);~)
> D|ID™)|[; — CID@®)||, | D@")[[;~" - C|D@)[[;~" D). - C[D@)]; - C

Finally, since |(b,u”™)| < C|[b]|-1,, ||D(u®)]|, and noticing that there holds ||[Vp™||2 > C'||p™||1,2, we arrive at

M([eN,aV]): ([eN,dN]) = eC |pN[7 o + 0[N3 + DD @Y)]];
— D@12l - C D). [|@]7 - ClID ™)~ Vel
~ CID™)]|, [[Ve[l;~" — C[IVe|; - € — C|IDY)],.

At this point the assumption (17) is recalled and, denoting p := ||D(u™)||,./\, the following is observed:

M([e™,dN)): ([N, dN]) > e C [|pN]|} 5 + 0 [[u |3 + Dp" A"
— CPPNEHIN ™2 — CpNH N4 — Cpm "IN Ho N — CpAHY N1 — CHSN™ — Cp — C
> eC V|13 2 + i[5 + Do A"
— CH p* N — CH1p "2 — CHop" '\ — CHy ' p\" — CHLN" — Cp) — C'.

Since 1 < A < A" and A\2"~3 < A", this can be rewritten as
M([eN,dV)): ([e,dN]) = e ClIp" |3 5 + [l 13

+ A" [(gpr - Cp— C) + (l;pr — CH,p? — CHyp— CHyp™ ' — CHy 'p— CH;)} .
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Define E > 0 such that %ET — CE — C > 0. The values of C, D and E define the following constraint, which is
assumed to be fulfilled by the constants H; and Hs:

D .
5Er — (CE? +CE)H, - CE"'Hy — CEH;™ ' —CH} > 0. (23)

Note that, since %E’“ > 0, some H;, Hs small enough to meet (23) can be found. Note that the values of C, D, E
and consequently H; and Hs depend only on C1, Cs, 7, Q and b.

It follows that the inequality
M([eV.d")): ([, d"]) > 0 (24)
holds for any [¢V,d"], provided that ||[D(u”)||, = E. Moreover, there exists some C' > 0 independent of & and 7,

such that (24) holds also for any [¢"V,d"], provided that € |[p"[|7 , > C or provided that 7 |[u™ | 2 > C. Applying

Brouwer’s fixed point theorem, a solution (p™¥,v™V) of the Galerkin approximate system is obtained, fulfilling the
estimate (21)

ellp™I 2 + k™3 + DY)l < € < oo, (25)
where C' does not depend on ¢ neither on 7). The estimate (22);
lv@", [PEM)P)D )| < C < oo (26)
then follows from (9).

With the estimates (25)-(26) in hand, the limit passage N — oo follows exactly the steps given e.g. in [1]; the compact
embedding, the monotonicity (11) and Vitali’s theorem are used and a couple (p,v) is found, which solves (18)-(20)
and fulfills the estimates (21), (22);.

In order to obtain an estimate for pressure uniform with respect to ¢, test the equation (20) with ¥ := B(|p|*~2p —
ﬁ Jo Ipl*~2pdzx), denoting s := #ﬁ‘i)ﬁi. Note that

[19][1.5 < 2Caiv. o lIplIS™

Wllzr = |[¥]| o < ClWlhs, r<s and s<r.

d—s’

Since [, pdivep de = [|p||3, this yields

Iolts = | P e = [ @30): Ve — 5 [ (@ivwupds+ [ vip.[DW)PDW):DW)dz — b.8)

< 0l llar ullyr ™" + Clll.s [lo @ vlls + CID@): [l [full2r + C [l (1 + [[D@)]])"
HIBll—1 [l < COD [l < Cl)lIpIIET

which finally implies (22),

C(n) < co. 27)

O
3. Existence theorem be given. Let

Lemma 1 al.low.s to establish the following. results. First, < r < min {27 3d }
the generalization of Theorem 1 stated in [1] and of d+1 d+2

Theorem 2.1 stated in [2] can be formulated:
and the assumptions Al and A2 be satisfied. Let there

exist \ > 1 and ® € WL (Q) fulfilling (17), with H;
Theorem 2 Let Q € C%', d > 2andb € W17 (Q) and Hy meeting the inequality (23).
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Then there exists at least one weak solution (p,v) to
Problem (P) such that

dr

(p,u) € L7 (Q)
and such that, for all € C5°(Q)4,

/Q v(p.|D@)")D(v) : D) dz

—/Q(v®

For the proof, the reader is asked to follow the
complete procedure given in [2], starting with the above
established Lemma | and using the method of Lipschitz
approximations of Sobolev functions, developed in [3,
4].

v=u+®, xW;;QO(Q),

The assumptions (17) on the non-homogeneous
Dirichlet boundary condition contains, deliberately, the
“free” parameter A > 1. This allows, due to Lemma 3 in
[1], to proceed to the following analogy of Corollary 4
in [1] concerned with the inner flows:

Corollary 3 Let 2 and b be the same as in Theorem 2.
Let the assumptions (A1) and (A2) be satisfied with

d=3
and with
1 5 9 3d
2- =< = 28
i~ 3°" 5 dte2 28)
Let ¢ = tr® for some ® € Whi(Q) N L>(Q),
q= Wi:ﬁ’ where @ satisfies (13)

p-n=0 ondfd.

Then there is at least one weak solution to Problem (P).

A short proof given in [1] is reproduced here. The goal is
to find ®”, i € (0,1) and A > 1 such that the condition
(17) is fulfilled, i. e.

@] < H N2, (29)

(30)

(d+1) 2d

[|@"]|1 ., < HoA.

Then the assertion follows from Theorem 2.

For any n € (0,1), Lemma 3 in [1] gives a suitable
extension ®” of the boundary data ¢ and the estimate

(31
(32)
where ¢ € (0,00) and where H depends only on (2
and ®. Since r > 2 — %, an s can be found such that
r—1 r(d+1)—2d
rd(2—r)

18", < Hn's
18714 < Hyi ™",
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v): Vipdz = / pdivep dz + (b, ) .
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Setting A 1~ ° this means that for any positive
constants H, H; and Hs, suitable n € (0,1) can be
found such that

r(d+1)—2d

H N2 = Hip?7) >Hn7,

Ho\ = Hon™* > Hy

For such 7, the assertions (29)-(30) follow from (31)
and (32).

O

4. Further notes

Note that in comparison to Theorem 1 in [1], its
assumption (15) is not of any use here and is simply
missing in Lemma 1 and Theorem 2. This is, however,
not a generalization of the previous result but merely a
correction of a mistake. The energy estimates procedure
provided in [1] is formulated in terms of v*V instead of
u”, which is (in the context of applying Brouwer’s fixed
point theorem) not correct. The author apologizes for
this inconvenience.

Note that the constraint r > 2 — % does not allow
to extend the result for inner flows in case of two
dimensions, because 2 — & = 2 deQ In
three dimensions, while the “homogeneous Dirichlet”

Theorem 2.1 in [2] holds for » down to d +2 = 6 , the

“small data” Theorem 2 requires dafll = 5 < r and the
“inner flows” Corollary 3 assumes 2 — é =2 < T
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Prace byla podporena projektem 1ET100300419 programu Informacni spoleCnost (Tématického programu Il
Narodniho programu vyzkumu v CR: “Inteligentni modely, algoritmy, metody a nastroje pro vytvareni sémantického
webu”) a vyzkumnym zamérem AV0Z10300504 “Informatika pro informacni spoleCnost: Modely, algoritmy, aplikace”.

Abstrakt jako kdyby byla uloZena na jednom misté, v jednom
zdroji, v jednom prostiedi, se stejnym schématem atd.
V tomto pfispévku je popsan pristup k

virtualni integraci dat vyuzivajici soucCasnych Abychom vice omezili obecny typ dat, ktera chceme
principd, metod a nastrojii sémantického webu. integrovat, zaméfime se na data sémantického webu.
Piistup pracuje s daty ve formatu RDF a Integrace takovychto dat mize vychazet z toho,
pfedpoklada dostupnost ontologii, které je 7ze na sémantickém webu by méla byt pocitacové
popisuji. Ontologie jsou zakladem pro vSechny zpracovavatelnd data. Soucasnymi prostiedky a
kroky prf:.zent.ovanéhoVint’egraém’ho procesu. technikami, které jsou vyuzivany k podpofe této
Jsou vyuzity jak k ureni vztahi mezi daty myslenky je jazyk XML, model RDF a OWL ontologie.

a poskytovanym integrovanym pohledem, tak
i k zapisu nalezenych korespondenci. Ty jsou
dale pouzity pfi zpracovani dotazt kladenych na
integrovana data.

Na zakladé hlavni motivace sémantického webu -
umoznit zpracovani dat bez nutnosti lidského zasahu,
mohou tedy pristupy feseni integrace zalozené na téchto
principech ocekavat lepsi zautomatizovani resené ulohy.

1. Uvod Soucasné projekty v této oblasti se zaméfuji hlavné
na vyuziti ontologii. Ontologiec mohou byt pouzity v
mnoha krocich integracniho procesu. NejCastéji jsou
ovSem vyuzity ve fazi hledani korespondenci mezi
integrovanymi daty. Tento clanek popisuje pristup,
ve kterém jsou ontologie kromé vyse uvedenc¢ho
pouzity také k definovani nalezenych korespondenci.
Soucasti popisu pristupu je nejen jak ziskat potfebné
korespondence a jakym zpisobem je v ontologii zapsat,
ale také jak je poté vyuzit pfi zpracovani dotaza.

Uloha zpracovéni dat z riiznych (i distribuovanych)
datovych zdroji je znama vice nez 40 let. Tato uloha
je oznaCovana jako integrace dat a je predmétem
mnoha vyzkumnych praci a projekti zabyvajicich se
celou Skalou typu dat - od dat relacnich databazi
pres obecna (heterogenni) data. Soucasnym velmi
roz§ifenym tématem je integrace dat pochazejicich z
webu, pripadné dat sémantického webu.

V pripadé webovych dat je obvykle pouzivana tzv.
virtualni integrace dat [18]. Tento pfistup je nékdy
také oznaCovan jako integrace pomoci pohledd ¢i
pomoci mediatort. Je zaloZzeny na tom, Ze se na data
poskytne globalni integrovany pohled (ktery je ovSem
virtualni), misto aby byla uloha fesena vytvorenim
nového materializovaného zdroje. Definovany pohled
zprostredkovava piistup k dattim, ktera zistavaji fyzicky
uloZena v ptvodnich zdrojich, nicméne diky nému je
mozné pivodni data zpracovavat takovym zpusobem,

Clanek je organizovan nasledovné: Cast 2 poskytuje
zakladni popis obecného pristupu virtualni integrace
dat, v podrobnostech se pak dale orientuje na pftistup
zaloZzeny na ontologiich a prezentuje ideu vyuziti
ontologie jako prosttedku k popisu vztahi mezi
jednotlivymi elementy zdroji. Cast 3 pak popsaného
pristupu vyuziva pri zpracovani dotazl. Srovnani s
jinymi ontologicky zaméfenymi pfistupy je predmétem
casti 4. Cely clanek shrnuje cast 5.
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2. Integrace dat s vyuZitim ontologii

Béznym zptsobem jak kombinovat data pochazejici z
velkého mnozstvi zdroji nebo ze zdroji s relativné
Casto se ménicim obsahem je virtualni integrace dat.
V takovém pristupu feseni ulohy integrace ziistavaji
data ulozena v puvodnich zdrojich a pfistup k nim
je umoznén prostfednictvim integrovaného pohledu
nebo pomoci rozhrani integracniho systému, ktery
takovy pohled poskytuje. Z této myslenky vyplyva
hlavni vyhoda pristupu: nevytvaii se kopie dat v
novém materializovaném zdroji - neni tieba se zabyvat
aktualnosti dat a nemusi byt feSeny paméfové naroky.
Proto je tento zpusob Casto volen pro webova data.

8

XML VS(SfUp
aplikace

Obrazek 1: Virtualni integrace dat

Zakladem pristupu na Obr. 1. jsou datové zdroje. Vyssi
vrstva je reprezentovana komponentami oznacovanymi
jako wrappery - ty pfislusi k lokalnim zdrojum. Kazdy
wrapper poskytuje pristup ke zdroji a plni funkci
rozhranni mezi lokalnim prostfedim zdroje a prostfedim
integracniho systému.

Vlastni jadro integrace predstavuje integracni
systém, ktery pouzije uzivatel, chce-li pfistupovat
k integrovanym datim. Uzivatel formuluje své
dotazy v prostredi globalniho pohledu prezentovaného
systémem. Protoze vSak dotaz musi byt vyhodnocen
nad daty ve zdrojich, jejichz prostiedi muze byt
naprosto odlisné, musi systém dotaz néjakym zptisobem
zpracovat, nez jej muze vyhodnotit nad zdroji, aby
mohl vratit odpovéd uzivateli. K umoznéni pozadované
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funkcionality jsou definovany korespondence mezi
globalnim a jednotlivymi lokalnimi prostredimi.

Integracni proces je mozné vidét jako kolekci uloh,
které spolu zajisti zadany vysledek. Zakladnimi kroky

v v v

ve virtualng¢ fesené integraci jsou:

e matching - uloha hledani korespondenci mezi daty

e mapovdani - zpusob, jak zaznamenat nalezené
korespondence

e dotazovani - Gloha vyhodnoceni dotazii za pomoci
informaci ulozenych v mapovani

V prezentovaném prfistupu jsou uvazovana data
pochazejici ze sémantického webu. Proto jsou
predpokladany zdroje obsahujici RDF data vyjadiena
pomoci syntaxe XML. Dalsim dilezitym pfedpokladem
jsou OWL ontologie popisujici integrované zdroje.
Presentovany pristup t€zi z dostupnych informaci
obsazenych v ontologiich, proto je jejich dostupnost
klicovym predpokladem tohoto zplisobu feSeni
integrace dat.

2.1. Korespondence mezi daty

Pii hledani vztahii mezi daty obsazenymi v ruznych
datovych zdrojich lze nalézt rGzné typy vzajemnych
korespondenci. V obecném pripadé muiize jeden element
jednoho zdroje korespondovat s jednim nebo vice
jinymi elementy (i jinych zdrojt), mize korespondovat
s kombinaci elementd, nebo nemusi korespondovat s
zadnym jinym elementem. V této souvislosti se obvykle
pti hledani korespondenci pouziva pojem kardinalita,
ktera pro urCitou korespondenci vyjadiuje, kolik
elementl mapovanych schémat do vztahu vstupuje.
Kardinalita korespondence muze byt 1:1, 1:N, N:1,
N:M. Vétsina existujicich pfistupi vyuziva kardinalit
1:1 nebo 1:N.

Prezentovany pristup uvazuje vztahy nasledujicich
kardinalit:

e 1:1 - pfi vzajemném porovnavani dvou schémat.
Tento piipad vyjadiuje, ze element jednoho
schématu je ve vztahu s jednim elementem
druhého schématu.

e 1:N - pfi porovnavani jednoho schématu s vice
dal$imi schématy. Tento pfipad je mozné vidét
jako mnozinu korespondenci kardinalit 1:1.

Uvazovanym vztahem mezi daty jsou nasledujici druhy
korespondenct:
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e Is-a hierarchicky vztah (tj. jeden element je
obecnéjsi nez druhy, nebo naopak) - tento druh
je oznacen jako C, resp. D.

e Ekvivalence mezi elementy - tento druh je
oznacen jako =.

e Disjunktnost - tj. mezi elementy neni zadna
souvislost.

Vysledek tulohy hledani vzajemnych vztahi mezi
schématy, tedy nalezené korespondence, se Casto
oznaCuje jako mapovdni. Obecné mize mapovani
predstavovat libovolna struktura. Kromé napriklad
pouzivani mapovacich pravidel jako tvrzeni pro
elementy globalnich a lokalnich schémat (af uz ve
formé 1-1 pravidel ¢i pohledd), které jsou orientovany
dokonce standardizovanou strukturu, jenz by pokryvala
vsechna mapovani. K popisu mapovani mezi elementy
schématu globalniho pohledu a schémat lokalnich
zdrojti bude pouzita ontologie OWL.

K popisu mapovani bude v zavislosti na typu
vztahu vyuzit odpovidajici konstrukt. Abstraktnim
mechanismem pro seskupovani popisovanych zdroju v
OWL je tfida (class). Zdrojem na webu je jakakoli
identifikovatelna entita. Proto bude pojeti owl:Class
pouzito pro korespondenci elementt:

e Is-a hierarchicky vztah, tj. element]l C element2,
lze vyjadfit pomoci podtfid. PfislusSnym rysem
OWL je rdfs:subClassOf, ktery umoznuje
vyjadrit, ze extenze jedné tiidy je podmnoZinou
extenze jiné tridy.

e Vztah ekvivalence, tj. element] = element2, Ize
v OWL vyjadfit s owl:equivalentClass.
owl:equivalentClass umoznuje vyjadrit,
ze dve tiidy maji stejnou extenzi. V tomto pripadé
muze byt také pouzit rdfs:subClassOf tak,
ze definujeme elementl jako podtiidu tiidy
element?2 a soucasné element? jako podtiidu tiidy

elementl.
e Disjunktnost (neboli tvrzeni, Zze extenze
jedné tfidy nema zadné spolecné prvky

s extenzi jiné tiidy)
owl:disjointWith.

lze vyjadfit pomoci

2.2. Hledani
ontologie

korespondenci v pripadé sdilené

Dulezitym predpokladem prezentovaného pristupu je
dostupnost ontologii, které popisuji integrovana data.
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Ke kazdému uvazovanému zdroji je tedy predpokladana
existence né&jaké popisujici ontologie. Situace pfitom
nemusi byt takova, Ze jeden zdroj je popsan pravé
jednou ontologii, ale zdroj mlze byt popsan vice
ontologiemi, pricemz kazda z nich jej popisuje pouze
¢astecné, nebo naopak jedina ontologie miZze popisovat
data vice zdroju soucasné.

V nejjednodussim pripadé je popis vsech zdroju
dostupny v jediné ontologii. Tato ontologie je lokalnimi
zdroji sdilena a pokryva popis vSech lokalnich dat.
Vztahy mezi elementy neni tfeba hledat - mohou byt
nalezeny pfimo v této ontologii.

Uvazujeme-li dfive zminéné typy korespondenci, je
mozné pristup zalozit na is-a hierarchii definované
sdilenou ontologii. Nekteré vztahy nemusi byt v
ontologii vyjadfeny piimo, ale je mozné je z
ontologie ziskat vyuZzitim tranzitivity is-a vztahu. Je-
li naptiiklad pouzit pfistup k ontologii jako grafu s
tiidami popisujicimi jednotlivé pojmy jako uzly a
s orientovanymi hranami vyjadfujicimi existenci is-
a vztahu, korespondenci nepopisuje pouze existujici
hrana, ale také ohodnocena cesta v grafu.

V pripadé, Ze jsou elementy disjunktni, znamena to,
ze v is-a hierarchii neexistuje zadna cesta a neni tedy
nutné néjaky vztah hledat. V praxi vede tato situace
ke stejnému efektu, jako kdyz je vztah hledan, ale
zadny neni nalezen. OvSem je vhodné tuto informaci
o disjunktnosti dale uchovavat, protoze muze byt
dale vyuzita pfi rozSifovani pristupu napiiklad o dalsi
usuzovani apod.

2.3. Obecny pripad hledani korespondenci zaloZeny
na ontologiich

Obecné nemusi byt ontologie, ktera by popisovala
vSechna zpracovavana data, dostupna. Nékteré zdroje
mohou sdilet nékteré pojmy, avsak sdileni vSech pojmu
vSemi zdroji nelze predpokladat. Je tfeba pracovat
obecné s vice ontologiemi. Sloucenim vsech ontologii,
které popisuji integrované datové zdroje, ziskame
“novou” sdilenou ontologii, a tak je tento obecny piipad
preveden na predchozi.

Slucovanim ontologii se zabyva fada vyzkumi v
oblastech ontology alignment a ontology merging
[5] a je tedy mozné vyuzit nékterou ze znamych
metod. V souvislosti s ontologemi, pojmy alignment
a merging spolu tuzce souvisi. Pro oba jsou také
relevantni ulohy hledani korespondenci (matching)
a mapovani (mapping). Ontology alignment obvykle
oznacCuje stanoveni binarnich vztahi mezi dvéma
ontologiemi. To umoznuje definovat zpusob, jak tyto
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ontologie sloucit. Vysledkem ontology merging je nova
integrovana ontologie.

Metodami pro ontology merging, jez je mozné
pfi hledani sdilené ontologie pouzit, se zabyva
mnoho vyzkumnych projektd, naptiklad Chimaera [7],
PROMPT [12], FCA-MERGE [16], HCONE [6]. V této
fazi integracniho procesu je mozné vyuzit neéktery z
jiz vytvorenych nastroju. To je vyhoda, ktera vyplyva
z faktu, Ze k zachyceni potfebnych vztahli vyuzivame
standardizovany nastroj.

3. Dotazovani nad integrovanymi daty

Vytvofeni mapovani uvedené v predchozi kapitole
je stézejni tuloha, jejiz vysledek hraje dilezitou roli
pii pristupu k datim pomoci dotazid. Dotazy jsou
tvorené nad poskytovanym pohledem (vyuzivaji jeho
jazyk, schéma apod.). Pro vyhodnoceni dotazu nad
daty ulozenymi v lokalnich datovych zdrojich je tfeba
puvodni dotaz néjakym zpusobem zpracovat.

Zpracovanim dotazu [13] se zabyvaji dva zakladni
pristupy. Prvnim je prepisovadni dotazii (query rewriting)
- dotaz je dekomponovan na ¢asti odpovidajici lokalnim
zdrojam. Ty jsou dale pfepsany tak, aby byly vyjadreny
v prostiedi prislusného lokalniho zdroje. Nad zdrojem
jsou pak vzniklé lokalni dotazy vyhodnoceny a ze
ziskanych lokalnich odpovédi je nasledné sestavena
globalni odpovéd, ktera je vracena jako odpovéd na
puvodni (uzivateliv) dotaz.

Druhou moznosti je odpovidini dotazii  (query
answering), ktera nijak nespecifikuje, jak ma byt dany
dotaz zpracovan. Jejim cilem je vyuzit vSechny dostupné
informace k ziskani odpovédi na dotaz. Pfikladem muize
byt hledani takovych dat, u nichz Ize dle dostupnych
znalosti usuzovat, ze jsou hledanym vysledkem.

V konkrétni situaci, kterou se zabyva tento Clanek,
jsou uvazovana RDF/XML data. RDF/XML data
jsou obsazena v puavodnich zdrojich a jsou také
prezentovana jako data integrovaného pohledu. V obou
piipadech - na lokalni i globalni urovni - je tedy jako
dotazovaci prostfedek vyuzivan jazyk SPARQL. Ulohou
je globalné vyjadieny kladeny dotaz vyjadrit v takové
formé, aby bylo mozné dotaz vyhodnotit nad zdroji.

K prepsani globalniho dotazu do pfislusnych lokalnich
subdotazl je vyuzito mapovani zachycené v ontologii.
Z této ontologie jsou patrné uvazované vztahy
mezi pojmy pouzitymi v dotaze a pojmy, které
pouzivaji lokalni zdroje. Pfirovname-li ontologii ke
grafu, ve kterém jsou pojmy zobrazeny jako uzly
a vztahy mezi nimi jako ohodnocené hrany, lze
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prepsani pojmu, ktery byl v dotaze pouzit, ziskat
z ontologie nasledujicim zplisobem: vSechny pojmy,
do kterych vede z daného pojmu cesta ohodnocena
uvazovanymi vztahy korespondence (napt. ekvivalence
nebo hierarchie) jsou relevantni a pouzitelné pii prepsani
dotazu. Kazdého kandidata na prepsani tedy ziskame
pruchodem grafu ontologie od daného pojmu pres hrany
korespondenci.

Neni nutné vyuzivat pouze hrany vyjadfujici
ekvivalenci. Napriklad pfi uvazovani hierarchie pojma
lze vyuzit také is-a vztah. Jde pfitom o pravidlo,
jehoz princip je dobfe znam napriklad v objektové
orientovaném programovani: potomek muize zastoupit
svého predka. Chceme-li uvazovat bohatsi Skalu
korespondenci, je tieba prepisovaci mechanismus
doplnit o adekvatni mechanismy, aby bylo mozné
vztahil v prepisovani vyuzit.

Zvoleny zptsob zpracovani dotazii v prezentovaném
pristupu je popsan nasledujicimi prepisovacimi
algoritmy. Zakladni situaci je tzv. jednoduchy dotaz,
tj. dotaz obsahujici pouze jednoduchou podminku na
pozadovana data trojice RDF, RDF trojice v dotaze
nijak nekombinujeme. Dotaz tedy neni tfeba rozkladat
a ziskané odpovédi neni tieba kombinovat. Globalni
odpovéd ziskame piepsanim lokalnich odpovédi do
globalniho prostredi.

Algoritmus 1 Prepsani jednoduchého dotazu I

vstupy: globalni dotaz, mapovaci ontologie
vystupy: lokdlni dotazy, lokalni odpovédi, globadlni
odpovéd’

- pro kaZdy pojem t generuj mnozinu vsSech moznych
Prepsdni pojmu r(%)

- pouzitim vSech r(t) generuj mnozinu vSech moznych
prepsdni dotazu, tj. mnozinu vsech lokdlnich dotazii

- vSechny lokdlni dotazy vyhodnot nad vsemi lokdlnimi
zdroji a ziskej lokdlni odpovédi

- vyuzitim reversniho prepsini vraf odpovédi v
globadlnim prostiedi, tj. globdlni odpovéd

Zakladni pripad nemusi nutné vést k situaci, ze by
odpovédi musela byt jedina trojice RDF. Hledana
data mohou byt obsazena ve vice zdrojich. Da-
li kazdy takovy zdroj odpovéd, jsou vsechny tyto
ziskané RDF trojice soucasti vysledku, ktery ziskame
jejich sjednocenim. Mize nasledovat dalsi zpracovani
vysledku, napfiklad odstranéni duplicit. V této fazi je
téz mozné, ze odhalime nekonzistenci v datech zdroju.

Uvedeny algoritmus je mozné (a je to dokonce
zadouci) dale zefektiviiovat. Ptame-li se vSech zdroju
s vyuzitim vSech moznych prepsani, je jednak
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u nekterych kombinaci zdroji a dotazli predem
ocekavana prazdna mnozina s odpovédi a jednak nartsta
pocet vSech moznych prepsani dotazu. V pfipadé
jednoduchého dotazu s podminkou na jedinou trojici
jde o zanedbatelny fakt, ovSem ve slozitéjsich pripadech

vvvvvv

objem lokalnich dotaz(i netinosné narusta.

V optimalizované formé postupu prepisovani je proto
zohlednén fakt, zda je dany pojem zdrojem podporovan
¢i nikoliv, tedy dotaz je prepisovan pfimo do formy
pro konkrétni datovy zdroj. Vyuzity jsou tedy pouze
podporované pojmy neboli relevantni k danému zdroji.
Takovou informaci je mozné ziskat pfimo z ontologie
zdroje, schémata zdroje, nebo také predzpracovanim
zdroje, pokud je pozadovano tuto mnozinu co nejvice
omezit. To je velmi efektivni v prfipadech, kdy je
podporovana ontologie mnohem rozsahlejsi vzhledem
ke zdroji, schéma obsahuje velké mnozstvi nepovinnych
prvki a podobné.

Algoritmus 2 Prepsani jednoduchého dotazu I1

vstupy: globdlni dotaz, mapovaci ontologie, mnoziny
podporovanych pojmii pro kazdy zdroj

vystupy. lokdlni dotazy, lokdalni odpovédi, globalni
odpovéd’

- pro kazdy pojem t generuj mnoZzinu vsech relevantnich
Pprepsdni pojmu r(t)

- pouzitim vsech r(t) generuj mnoZinu vsSech
relevantnich prepsdni dotazu, tj. mnozZinu vsech
lokalnich dotazii

- v§echny lokdlni dotazy vyhodnot nad vSemi lokdlnimi
zdroji a ziskej lokdlni odpovédi

- wuZitim reversniho prepsani vral odpovédi v
globdlnim prostiedi, tj. globdlni odpovéd

V piipadé, Ze globalni dotaz obsahuje slozenou
podminku, napfiklad pfi kombinaci vice RDF trojic,
je nutné slozeny dotaz nejprve rozdélit do vice
jednoduchych dotazti s jednoduchymi podminkami.
Ziskané jednoduché odpovédi je nutné pred vracenim
odpovédi adekvatnim zpisobem opét slozit. Rozklad
dotazu na jednoduché dotazy je urCen strukturou
podminek na data RDF. Obecné jde napiiklad o
kombinaci sjednocenim ¢i prinikem, adekvatni slozeni
je tedy prinik odpovédi, ¢i jejich sjednocenti.
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Pii rozkladu sloZzeného dotazu vSak nejde pouze o
podminku specifikovanou v dotaze. Ovlivnén bude také
pozadovany vystup - jde-li v dotaze o kombinaci trojic,
je nutné, aby v jednoduché odpovédi byly obsazeny
prvky, pres které je pak skladana globalni sloZena
odpovéd. Pied vlastnim rozkladem dotazu je proto
nutné tyto vystupy (pokud nejsou uvedeny) doplnit.
Pfi rozkladu dotazu pak neni rozdélena jen vlastni
podminka, ale také vystupy tak, aby kazdy jednoduchy
dotaz obsahoval pouze vzajemné relevantni Casti.

Algoritmus 3 Prepsani slozeného dotazu

vstupy: globalni dotaz, mapovaci ontologie, mnoziny
podporovanych pojmii pro kazdy zdroj

vystupy:  globalni  jednoduché  dotazy, lokdlni
Jjednoduché dotazy, lokalni jednoduché odpovédi,
globadlni odpovéd’

- rozloZenim sloZenych podminek na jednoduché rozloz
dotaz na jednoduché dotazy

- pro kazdy jednoduchy dotaz prepisovacim algoritmem
ziskej jednoduché odpovédi

- Jjednoduchych odpovédi sestav globdlni sloZenou
odpovéd

Cely proces zpracovani dotazu pomoci uvedenych
prepisovacich algoritmi, véetné zpracovavanych dat v
jednotlivych fazich je znazornén na Obr. 2.

4. Srovnani pristupt

Integrace dat je slozita uloha, ktera zahrnuje celou sadu
poduloh, které je tfeba fesit, abychom v konecné fazi
ziskali pozadovany vysledek. I jednotlivé faze procesu
integrace jsou znacn€ obsahlé a specialné se jimi zabyva
fada vyzkumnych ¢lanka.

Pristupy, které se vénuji hledani korespondenci [10],
[14], [15], se daji klasifikovat dle arovné informaci,
kterou o datech vyuzivaji. Jedna se o metody pracujici
na urovni instanci (korespondence mezi schématy
zdroji), na urovni pouzivanych pojmua (lingvisticky
zalozené metody, zpracovani slov jako fetézcl znaki)
nebo na urovni struktury (grafové metody). Velmi Casta
je ovSem kombinace téchto pfistupi a uplatiuji se i
funkce, vyjadiujici podobnosti srovnavanych dat [11],
[17], [19].
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V tomto pohledu by se mohlo zdat, Ze pfistup popsany
v tomto ¢lanku je znacné odlisny. Podobné metody
jako pfi hledani korespondenci se vSak uplatiuji pti
sluCovani ontologii, jichz prezentovany pristup vyuziva.
Podobnosti lze tedy nalézt, jsou pouze feSeny na
jiné urovni. Toto prevedeni ulohy integrace dat na
ulohu slucovani ontologii [9] mimo jiné umozni vyuzit
vysledku jinych projekta (napf. vytvorenych nastroji) a
vice zautomatizovat operace probihajici v procesu.

Na rozdil od ulohy hledani korespondenci feSenou
“tradicnim” zptGsobem, kde je casto nutna lidska
interakce v koneCné fazi pii urCeni skuteCné
korespondujicich dat, jsou vsSechny korespondence
ziskané z ontologie s urCitosti pfijaty. Neni na né
nahliZzeno nejprve jako na kandidaty, nebof zde neni
zadny odhad korespondenci - vSechny z nich jsou v
dané ontologii definovany. Je vSak nutné poznamenat, ze
i v tomto pripad€ je mozné, Ze je urCeni korespondenci
feseno lidskym zasahem, a to v piipadé vyuziti externiho
nastroje pri slouceni ontologii. Ackoliv pii odvozovani
vztahii schémat ze sdilené ontologie zadni kandidati
nevznikaji a korespondence jsou pfimo urceny, v
obecném piipadé mohou vznikat pravé pii feSeni
podulohy hledani sdilené ontologie pomoci existujici
metody, ktera s kandidaty pracuje.

K vyjadfeni mapovani lze pouzit od jednoduchych
1-1 mapovacich pravidel vyjadfujicich pfimou
korespondenci mezi elementy, pres mapovani konceptu
na dotaz nebo pohled [2], aZ po pomocné mapovaci
struktury. Rlzné projekty obvykle pouzivaji vlastni
pojeti mapovani, Casto je nasledovan pristup definice
mapovani LAV (Local As View), GAV (Global As
View), ¢i jejich kombinace GLAV [8].

Zpracovani dotazi je pak pfimo ovlivnéno volbou
mapovani. Podle slozitosti jak uvazovanych dotaza, tak i
mapovani se odviji velmi individualné konkrétni podoba
pristupu k dotaziim, naptiklad Inverse rule algorithm [3],
Bucket algorithm a jeho vylepSeni v systému MiniCon
[13], ¢i Styx [1].

Podobnost prezentovaného pristupu lze nalézt v pripadé
algoritmu Styx, ktery také vyuziva vztaht predek -
potomek pfi zpracovani dotazt. Inspirovan algoritmem
Styx byl algoritmus pouzity v systému VirGIS [4]
integrujicim geograficka data. V ném je udrzovano
mapovani separatné pro kazdy zdroj a tak je dosazeno
dotazovani na relevantni pojmy. Na rozdil od toho
pristup prezentovany v tomto clanku pracuje s
mapovanim jako celkem a separatné udrZuje pouze
informace o podpore Casti pro kazdy zdroj. To, ze celé
mapovani je obsazeno v jediné struktufe, umoziuje
efektivni obohacovani mapovani pfi zjisténi dalSich
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korespondenci, pfi pfidani nového zdroje do systému
¢i pfi reakci na zménu nékterého ze zdroji. Vse
bez nutnosti prepracovat jiz zjiSténé mapovani nebo
dokonce mapovat kazdy zdroj znovu.

5. Zavér

Clanek popisuje pristup k feSeni ulohy virtualni
integrace dat pomoci ontologii. Ontologie je vyuzita
nejen ke ziskani informaci pti hledani souvislosti mezi
daty, ale slouzi i jako prostiedek k zachyceni nalezenych
korespondenci.

UzZiti ontologie pro mapovani umoznuje fesit zmény a
obohacovani syst¢ému doplnénim ontologie mapovani
bez nutnosti zasahovat do jiz existujicich ¢asti. Pfinasi
také moznost znovupouziti i v jinych ulohach ¢i
situacich. Navic, bude-li v budoucnu tieba zachytit i
dalsi typy vztahi mezi elementy, mize byt ontologie
déle vyuzita, nebof je schopna zachytit rizné typy
vztahd.

Mapovani popsané v ontologii slouzi dale jako klicovy
zdroj ve fazi zpracovani dotazli. Pro zodpovézeni dotazii
kladenych na integrovana data je v clanku prezentovan
mechanismus, s nimz je dany dotaz z globalni Grovné
rozlozen a prepsan tak, aby mohl byt vyhodnocen
nad fyzickymi daty. Vyuzitim predstaveného pfistupu
integrace je tak mozné pracovat s daty na globalni urovni
bez toho, aby uzivatel musel fesit, ve kterém zdroji a v
jaké podobé se dotazovana data nachazi.
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Abstract individuals will predominate. By crossing and mutating

new individuals arise. The nature actually solves an

This paper provide introduction to genetic optimization problem by this. It tries find out the optimal
algorithms and to fitness landscape. It also gives solution of the fitness function or in other words an

a survey of fitness landscape approximation
techniques. Principles of genetic algorithm are
described followed by characterization of fitness
landscape including its basic features. Summary
of improving genetic algorithms performance
by approximation of fitness landscape is given
including survey of often used approximation

organism which is well adapt to surrounding conditions.

In the nature, there is another very important
mechanism, it is the genetics. The information about
parent is passed to the offspring coded in molecule of
deoxyribonucleic acid - DNA. In genetic algorithms
there are many possibilities how to code solutions. Often

models.
used coding is real coding where solution is represented
as a sequence of real numbers. Second possibility is
1. Introduction to code solution as a sequence of values which are
taken from finite sets, the binary coding belongs to this
Genetic algorithm can be seen as a tool for solving class. Binary coding means that all components of the
optimization problems. It is very robust and can be sequence are taken from the set of size two.
applied to many complicated problems. Robustness of
genetic algorithm is paid by computational complexity. Before we describe the genetic algorithm itself, let
This can be partially reduced in some cases with us clear some terminology. Every solution is called
approximation techniques. In second part of this paper phenotype. Coded phenotype we call genotype. For
genetic algorithm itself is explained. Third part is coding it is usually used binary string of fixed length.
introduction to fitness landscape generally and in the This mapping should be explicit at least from genotype
fourth part some exact approaches to fitness landscape to phenotype. Every single genotype we call individual
approximation are introduced. At the end of this paper, and set of individuals which we will work with we call
future work is discussed. population. An offspring rise from the population by
applying the selection and genetic operators (mutation
and recombination) and that offspring became a new
2. Genetic Algorithm generation by replacing the old population.

The main idea of genetic algorithms is based on
Darwin’s Evolution theory. According this theory all
animals and humans are developed from primitive Following algorithm represents basic genetic algorithm.
organisms. The basic principle of this theory is based
on natural selection. The natural selection says that
individuals who are better adapted to surrounding

2.1. Basic algorithm

1. initialization

conditions have grater chance of survival and therefore 2 evaluation
grater chance to reproduce themselves. So after many
generations there will be a population where these better 3. while(stopping criterion)
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(a) selection
(b) recombination
(c) mutation

(d) evaluation

4. end while

We describe all steps in detail now.

2.1.1 Initialization: In initialization the
first generation is created. Every single genotype in
population is randomly generated. When there is a
chance of receiving an inadmissible solution one can
randomly generate phenotypes and then transform them
to genotypes. Population size is usually constant throw
the computation and it is important parameter of the
algorithm.

2.1.2 Stopping criterion: Most commonly
used stopping criterion is reaching certain number of
generations. Sometimes it is convenient to stop the
algorithm after some predefined time and get the best
solution found till that point. In some cases, the needed
level of fitness is known and the algorithm is stopped
after such solution is found.

2.1.3 Evaluation: Evaluation is a simple
computing of the fitness function value for each
individual in the population. Fitness functions often
represent complex problems and therefore this step
of the genetic algorithm takes usually the most of
computing time.

2.1.4 Selection: Selection should ensure that
better individuals will survive to the next generation
and worse individuals do not. Here again, there are a
lot of strategies to choose from, we will describe the
famous one named roulette wheel. In this approach,
each new individual is chosen from the old population
randomly. Chances of individuals in the old population
to be chosen are in the same ratio as their fitness values.

2.1.5 Mutation: A realization of mutation
depends on used coding. In the case of binary coding,
one position in the string is randomly chosen and its
value is changed from 0 to 1 or from 1 to 0. In the case
of coding by finite sets new value is chosen randomly.
In the case of real coding, new value is often chosen
randomly with Gaussian probability distribution.

2.1.6 Recombination: Recombination

operator represents principle when the genetic code
of childe is a combination of genetic information
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of its parents. We hope, by doing this that we get
a better solution then its parents are. The most
widely used recombination is so called one point
crossover. One point crossover randomly chooses
number ¢ € {1,L — 1} and from patents (z1,...,x)
and (y1, ...,y ) makes children (x4, ..., 2;, Yit1, ---yL)
and (y1, ..., Yi, Ti+1, ---x 1) as you can see in figure 1.

parent 1: 1 0 111 10001
parent 2: | : i

child 1: 1
child 2: O

Figure 1: Example of one point crossover for binary string of
length 9.

3. Fitness landscape

In this section, we will describe fitness landscape and
some of its features. Before we define fitness landscape,
we have to introduce configuration space first. More
details about configuration spaces and fitness landscapes
can be found in [11].

3.1. Configuration space

In fitness landscape, mutual distance relations between
data points, and therefore between their fitness values,
are very important. For formalizing this, we now define
configuration space.

Definition 1 Configuration space C is pair (X,d).
Here d stands for a distance measure and X denotes
the set of all coded solutions.

When fitness function is a function of real variables,
then X is a set of vectors of real numbers and d
could be Euclidean distance measure. Corresponding
configuration space is then Euclidean space. When
inputs for fitness function are values from finite sets,
Euclidean distance measure can not be used. For dealing
with this, we first define Neighborhood structure.

Definition 2 Neighborhood structure for individual s
and operator m is the set of individuals N, (s) € X
that can be reached from s by single application of a
genetic operator m.

When there is no need of distinguishing between
operators is not necessary, we omit the index and write
simply N (s). Now we can define the distance measure
on X induced by operator m.
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Definition 3 Function d,, : X x X — RUoo is a
distance measure on X induced by operator m when
Vs, t,u € X following conditions hold:

»
~

0
0 s=t
dm(s,u) + dp(u, t)

1 te Np(s)

11

First three conditions (non negativity, definiteness and
triangular inequality) hold for every distance measure,
the forth condition represent connection with genetic
operator. X (set of vectors of values from finite sets)
together with distance measure on X form configuration
space called combinatorial space. Combinatorial spaces
can be represent with graphs, where vertices represent
individuals and edge (a, b) means that individual b can
be reached from a by single application of genetic
operator.

Figure 2: Configuration space for binary string of length 3 (left) and for binary string of length 4 (right).

In figure 2, two examples of combinatorial configuration
spaces are shown. On the left, there is a graph of
space for binary string of length 3 and traditional
mutation which change one bit. Such a graph forms
a three dimensional cube, on the right site of the
picture is case for coding by binary strings of length
4 which form a four dimensional cube. Besides binary
strings, permutations also form and important group
of combinatorial spaces. For more information about
combinatorial spaces and permutation problems see [7].

"

I
Ce)

Figure 3: [Illustration of a graph of recombination
configuration space with complex vertices.

In case of recombination as a genetic operator, situation
is more complicated because then we have more then
one parent and more then one child, usually two
parents and two children. For dealing with this, extended
vertices can be used, one vertex in a graph then represent

PhD Conference *08

71

set of individuals (figure 3).

Second possibility is make edges more complex. Edge
then became hyperedge which is subset of set of vertices
and represents all individuals which can be results of
recombination of certain parents (figure 4).
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Figure 4: Illustration of a graph of recombination
configuration space with complex edges.

Disadvantage of this approach is that it can not be
recognized which parents belongs to which children.
By adding mapping from sets of parents to hyperedges,
which solves the problem, one get structures that are in
literature known as P-structures (figure 5).
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Figure 5: Illustration of a graph of recombination
configuration space using P-structures.

3.2. Fitness landscape

A configuration space together with a fitness function
form Fitness landscape.

Definition 4 Fitness landscape is a triple (X, f,d)
where X denotes set of all coded solutions, f is a fitness
function and d stands for a distance measure.

From this point, it can be seen that changing the operator
has a big influence on the fitness landscape. Changing
the operator means changing neighborhood structures
and therefore the position and mutual distances of local
optimums.

Fitness landscape for a two dimensional Euclidean
configuration space can be seen as a surface with local
optimums in peaks/bottoms of hills/valleys, see figure
6. Individuals then can be seen as points on such a
landscape and genetic algorithm computing is then a
movement of points on the surface.

Figure 6: Example of a fitness landscape for a two dimensional Euclidean configuration space.

3.3. Basic features of fitness landscape

Now we describe some basic features of fitness
landscape which help us describe different landscapes.

3.3.1 Localoptimum:  When the configuration
space is Euclidean space, local optimum is defined as
usual.

Definition 5 Vector s is a local minimum of function f

if3evt|t —s| <e: f(s) < f(t).

The local maximum is defined correspondingly. For
combinatorial spaces, the following form of definition
is more common.

Definition 6 For landscape L(X, f,d) vector s is a
local minimum if f(s) < f(t)t € N(s), where N(s)
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denotes neighborhood structure for vector s.

Number of local optima in fitness landscape could
be used as a measure of fitness rudeness. Generally
higher number of local optima indicates a difficult
optimization problem. Clearly just one local optimum
which is therefore global optimum means usually an
easy problem for a genetic algorithm. Actually not
just for a genetic algorithm but such problems are
easy for other optimization techniques which probably
will be able to find optimum in shorter time then a
genetic algorithm in that case. However, even among
problems with one local optimum, there are some
difficult problems.

3.3.2 Basin of attraction: When we talk
about local optima, it is not just the number of
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them what is matter. Another important feature is
the size of the surface area from where optimization
algorithm tends to reach certain local optimum - basin
of attraction. For a formal definition of a basin of
attraction, we need understand to term adaptive walk
first. Adaptive walk for minimization is a sequence of
points from the configuration space (z1, . . ., z,, ) defined
by steepest descent algorithm where z; is starting
point and in each step the neighbor z,,; € NP
is chosen that f(zx4+1) < f(zi) Vz; € NF where
NF = {zj 1 z; € N(z) A f(25) < f(21)}. Algorithm
terminates when 2z is a local minimum. Adaptation of
an algorithm for maximization problems is clear. In a
Euclidean space, one can use gradient to help choose
the direction of the next step of walk, then it is called
gradient walk.

Definition 7 Basin of attraction B(s) for a local
optimum s is set of x € X such that exist adaptation
walk (z1,...,2,) where zy = x and z,, = s.

The size of a basin of attraction corresponds to value of
local optimum. Larger basin usually means higher local
maximum, respectively a deeper local minimum. For the
estimation of basin size one can use average length of
the adaptation walks that ends in corresponding local
optimum. The length of adaptation walk is the number
of elements in the sequence. Small number of large
basins indicate an easy problem, on the other hand, lot
of small basins indicate a rude fitness landscape.

3.3.3 Examination techniques: Besides
already mentioned techniques of examination fitness
landscape like estimation of number of local optima
or estimation of sizes of basins of attraction, there
are other methods. One of them is based on the
examination of a random walk, for details see [10].
Another method is spectral analysis. In the case of a
Euclidean configuration space can be used traditional
Fourier transform for the decomposition of a fitness
landscape to a linear combination of trigonometric
functions. Similarly in the case of binary coding, Walsh
transform can be used for decomposition to a linear
combination of Walsh functions. For more details about
spectral analyses of fitness landscape, see [8, 9].

4. Fitness landscape approximation

Facing some problem, three levels of approximation
can be used. The higher level of approximation is the
problem approximation when the original problem is
replaced with a problem approximately same but easier
to solve. Fitness function approximation is using an
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approximation model of fitness function instead of the
original. We will discuss this approach in details later
in this paper. The last approximation level used in
evolutionary algorithms is evolutionary approximation.
Fitness inheritance and fitness imitation methods belong
to this class. In fitness inheritance, individuals from
offspring inherit fitness values from their parents.
Fitness imitation method divides individuals to clusters.
One individual in the center of each cluster is evaluated;
fitness values of other individuals in the same cluster are
estimated based on that evaluated value. In following,
we assume Euclidean configuration space. Another
introduction to fitness landscape approximation is given
in [1].

4.1. Goals of fitness landscape approximation

The most computationally expensive part of genetic
algorithm is wusually a population evaluation by
computing fitness function. The main idea of fitness
landscape approximation is to build a model of fitness
landscape and use it instead of the original fitness
function. The goal of computation using a fitness
landscape model is speed up convergence of genetic
algorithm. Fulfilling that leads to either reaching a
better solution in the same computational time or
reaching a solution of the same quality level in shorter
computational time.

The other often mentioned motivations for using a
fitness landscape model are absence of explicit model
for fitness computation (e.g. evaluation depends on
human user) and noisy fitness function. Approximation
should smooth out the original noisy fitness function
and therefore such a model represents an easier fitness
landscape for genetic algorithm.

4.2. Evolution control

One of the main questions is how many individuals
should be evaluated by the original fitness function.
Here, we want to satisfy two contradictory goals. On
one hand, we want to evaluate as few individuals as
possible to save computational time, on the other hand
we want to evaluate as many individuals as possible
to make the model more precise so it do not lead the
algorithm to a false optimum. Techniques for solving
that, we call evolution control and we will present some
of the most widely used principles. More information
about evolution control can be found in [4].

4.2.1 Individual based: In individual based
evolution control, some individuals are evaluated in
each generation. Here, the problem of which individuals
should be chosen rises. Again, we want to satisfy two

ICS Prague



Jaroslav Moravec

Fitness Landscape

contradictory goals, exploration and exploitation. One
can choose the best individuals for local search in a
promising area or individuals from an area where just
few original fitness values are known to improve the
model in that part and search for new promising areas.

4.2.2 Generation based: In generation based
approach all individuals in the population are evaluated
in the same time and then the model is used for
several generations. This approach can be used with
an advantage when a parallel computation of fitness
function is possible.

4.2.3 Fixed: Fixed evolution control means
that the frequency of evaluation and the number of
evaluated individuals are set by parameters of algorithm
and they do not change during the computation. This
approach is simple and easy to implement comparing to
adaptive methods.

4.2.4 Adaptive: In contrast to the fixed
evolution control in adaptive evolution control, the
frequency of evaluation and the number of evaluated
individuals are changing during computation and they
are trying to adapt for actual situation. Widely used
adaptive generation based evolution control approach is
surrogate approach. In surrogate approach, the model
is build at the beginning and used till the convergence
criteria is reached. Then the whole generation is
evaluated by the original fitness function and the model
is updated.

4.3. Approximation models

Quality of approximation depends a lot on used model.
Survey of often used models is given in this section.
Another survey of fitness landscape approximation
methods can be found in [5].

4.3.1 Polynomials: The  simplest
approximation model is polynomial model where the
fitness function is approximated by polynomial of
certain order based on data set with known fitness
values. The most widely used polynomial is third or
second order polynomial.

4.3.2 Neural Networks: Neural network is
a set of simple computational units (neurons) which
are linked to each other. The most widely used
type of neural network is multilayered perceptron. In
multilayered perceptron, all neurons are organized in
layers, where just neurons from neighboring layers are
connected so output of one layer is input for the next
one. The number of layers and the number of neurons
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in each layer have to be chosen. Then weights of all
connections are set up by process called training, where
set of known function values is used. Neural network
can be then used for estimating fitness values.

4.3.3 Gaussian processes: This approach
builds probabilistic model over data set with known
fitness values. Then the model is used for prediction
of mean and standard deviation of fitness values of
new data. The vector of known function values ¢, N
is one sample of multivariate Gaussian distribution
with joint probability density p(fx|Xy) where ¢y
(t1,ta,...,tN) and Xy = (x1,29,...,2N) is a
vector of inputs. Similarly for N + 1 data points
it is p(fN,tN+1|XN,xN+1). By applying the rule
p(A|B) = p(A, B)/p(B), we get probability density
fortnq as

p(Eni1|Xn+1)

p(tns1|Xns1, tn) = o (1)
p(tn|Xn)
From this equation one can get mean as
tNy1 = ETCJGlfN (2)

where correlation matrix C' and vector k are defined
by correlation function ¢ : X x X — R. Example of
correlation function follows:

(i, xj) = aeap (; > W) +5 ()

k=1 k

where z;; denotes k-th element of input x;, r; is
length scale in k-th dimension, « and 3 are parameters.
Elements of C' and & are Cij = c(xi,xj) and k; =
c(xi, xN+1)- Variance of p(ty 41 |X’N+1, fN) is given by

4)

where K = ¢(xn41,ZN+1). More details can be found
in [2].

2 _ . To—17
Oy ==k Cyk

4.3.4 Kriging models: The idea of Kriging
model is combining global and local model.

U = a(z) + b(z). (%)

In this equation U is model of original fitness
function, a(x) represents an average behavior along all
configuration space and b(x) represents a short distance
influence. For global part of the model, the polynomial
of low order is often used. Other possibilities are to use
trigonometric series or a constant function. The b(z) is
defined as follows:

(6)
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where h(z, y) stands for distance measure of normalized
vectors:

L vi—y 2
Z i —Yi
h(.T, y) - (xmax _ xmln) (7)
i=1 7 7

where "% respective x7"'" are maximum, respective
minimum, value in ¢th dimension. Many functions can
be used as K function. The simplest model based on

linear function is defined as follow:

_{1—(3) if h < d, ®

0 otherwise.

Where d is parameter controlling the distance of
influence of b(x). When smooth model is required,
function K has to satisfy following conditions:

o K(0)=1,
e K(d) =0,
° (%)h:o = (%)h:d =0.

Another possibility is use Gaussian process as b(x).
Details about Kriging model can be found in [6, 3].

5. Conclusion

Approximating fitness landscape is approach which
speeds up a convergence of genetic algorithm for
problems with a markedly time consuming fitness
function evaluation. This area is studied in many works
yet still there are a lot of questions to answer, for
example how to set up parameters or appropriate size
of population. Approximation of combinatorial spaces
deserve a deeper study as well as spaces with both types
of variables, real variables and variables with values
from finite sets. Very promising approach for these
spaces appears to be Gaussian process model.
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Abstract standards and nomenclatures were utilised in order to
achieve semantic interoperability of concerned systems.

This paper describes procedures of

development of an electronic health record for 2. Incorporated medical systems

shared healthcare which include implementation

of communication standard HL7 v.3, its In order to fullfil the main goal of the project an analyzis
application in the environment of existing of the semantics of both participating EHR systems
hospital  information ~ systems  (HIS) = and had to be done. The MUDR EHR focuses on efficient,

modeling the semantics of the transferred data.
The main part of the solution is so called
HL7 broker that serves as a mediator in the
communication between the two incorporated

reliable and modular way of data storage and is intented
to be part of a more complex system as it does not
contain modules engaging in catering services, human

systems and implements procedures defined resources, drug supply etc. WinMedicalc 2000 is a full
in the HL7 v.3 standard. Data models which featured HIS and for the purpose of the project the
describe the systems communicating wit interest was limited on its EHR part.

communicating with7 broker are based on the The abbreviation MUDR stands for MUItimedia

original data models implemented in HISes
and are in the proper form, demanded by the
HL7 standard. In order to achieve the semantic
interoperability of incorporated system the
creation of mapping of existing data models

Distributed Record, which is a pilot solution of
structured electronic health record, developed in the
Department of Medical Informatics ICS AS CR.
MUDR EHR uses a special graph structure called

to international nomenclatures was necessary. knowledge base and data files to represent the stored
Finally the possibilities of usage of international information [3]. The WinMedicalc 2000 stores its
standards and nomenclatures in comparison to data in a relational database and thus uses Entity-
the national ones are discussed. Relationship model [4] to represent its information

model. Preparation of the semantic content of both
EHRs in the field of cardiology started from the
1. Introduction same modeling basis - the set of important medical
attributes for the diagnosis of cardiological patients
My contribution describes the results of the project named the Minimal Data Model for Cardiology [5].
called ”Information technologies for development of In the MUDR EHR, the modeling process resulted

continuous shared health care” supported by Czech in creating of a part of the knowledge base - the
national programme “Information Society” that are knowledge domain called PATIENT, consisting of
covered by the thema of my doctoral thesis — semantic basic administrative data, allergy information, family
interoperability among systems of electronic health history, social history, subjective information, physical
record (EHR). One of goals of the project was to examination, laboratory examination, personal history,
design and implement environment of communicating treatment information and history of cardio-vascular
systems, which would create a base for lifelong EHR of diseases.

the patient. There are participating two different EHR
systems - MUDR EHR [1] and hospital information The model of WinMedicalec 2000 system consists
system (HIS) WinMedicalc 2000 [2]. International of basic administrative information, cardiological
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examinations (e.g. ECG examination, Holter monitor,
stress test ECG etc.), laboratory examination, physical
examination and family history. Each of these data
(except administrative information) are connected to a
clinical event, that binds together the object and subject
of the event, i.e. the patient and the physician. Clinical
event contains further information such as place where
the event took place (e.g. ward, emergency room).
Moreover, WinMedicalc 2000 system covers a broader
scope than just clinical data (e.g. catering services, bed
management), but these are out of the concern so they
are left out.

3. Solving communications

After an initial survey in the field of international
communication standards the HL7 v.3 [6] was chosen
to enable the data exchange among EHRs. Due to the
complexity of the HL7 standard it would be in real
life too exhausting to comprehend the whole standard.
Therefore the implementation is divided in several parts.
The communication was based on:

e creating local information models (LIMs)
describing the semantic structure of EHR (for
this purpose a modelling application named
MODELAR was developed)

establishment of HL7 brokers
information system

for each

implementation of supporting modules (we call
them LIM fillers) as parts of the participating
systems

LIM templates
of HIS1

LIM template

A sample communication scenario (see Fig. 1) is based
on situation when HIS2 enquires particular data from
HIS1 and it is already known which data are going to
be transferred. The first step is to retrieve data from the
database of HIS1. The LIM filler on the side of HIS1
transforms this data into a LIM message described by a
relevant LIM template. LIM templates are described by
XML-Schema language and are embedded in the LIM
filler. Data proceed in a secure way to the HL7 broker
via the SOAP protocol bound to HTTPS protocol using
web-services technology. The HL7 broker transforms
the data into HL7 message instance according to
mapping definitions between the LIM model of HISI
and HL7 balloted messages. The instance of HL7
message is sent to the receiver of the data which is
stated in the header of the LIM message. The accepting
HL7 broker transforms the incoming HL7 message into
a LIM message according to HIS2. The HIS2 gradually
polls (by using web-services) the broker for new data,
which in this case will be successful, otherways it gets
a message that says that there are no messages. The
LIM filler on the side of HIS2 transforms the received
LIM message into internal form suitable for storage into
its database. The last step of the communication is the
storage of received data into HIS2’s database.

Hospital information systems contain sensitive data thus
the access control and security is one of key issues. In
proposed solution a secured HTTP connections are used.
The access control is managed by HIS themselves as it
was this way before the HL7 communication extensions.
All extensions of the HIS developed in the frame of this
project are transparent to the hosting HIS as much as
possible.

LIM templates
of HIS2
(XSD)

LIM template

instance instance Data 7
Data foviis 3. o) @ .
2. = <F a. 5. i
s N
HL7 HL7 \ |
HIS1 broker ) commncsion’ MESSAGE | commancaion\ ~ Droker — ysoapt  HIS2
(H|S1) instance (H|S1)
Data
1 » Data 8.

HIS1 repository

HIS2 repository

Figure 1: Communication scenario between HIS1 and HIS2.
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Connecting a HIS to HL7 communication environment
brings a need of dealing with data originating outside
of the system. On the other side the system must deal
with a new user type or role — the HL7 user. There was
a need to store the foreign data separately and mark it
clearly that it originates in HL7 communication. In case
of querying data from other HIS over HL7 there had to
be done an access control exception for testing purposes
since the main goal of the project was to design and test
the communication possibilities of the HL7 standard.
The access control and overall manipulation with data
originating from different hospital is gowerned by law,
which is still not in the suitable from. Incoming queries
have right to read all data about particular patient that
are intended to be shared, which are for testing purposes
almost all of them. In real life usage a sophisticated
access control policy would be needed.

3.1. Describing EHR semantics

The HL7 v.3 standard methodology introduces a
reference model (Fig. 2) that should serve as a basis for
all semantic objects modelled during the whole process
of implementation of communication among EHR
systems. Both MUDR and WinMedicalc 2000 systems
have been described on a semantic level by classes
derived from those in the reference information model.
This produced so called local information models

(LIMs) of each EHR which are conceptually very close
to HL7 D-MIMs (domain message information model).
Classes from these models represent collected variables.
Moreover, beside the similar concepts both LIMs use
also the references to established code systems (LOINC
[7], NCLP [8]), giving the possibility of the precise
specification of semantics.

3.2. HL7 broker

The main motivation for creating the HL7 broker
was to disengage vendors of EHR systems from
comprehending and implementing all parts of the HL7
standard, thus saving financial resources. The HL7
broker serves as a configurable communication interface
for the EHR system. The configuration is made by a
XML file containing the LIM model of a particular
EHR.

After creating LIM models for both EHR systems
involved in the project, the next step was to produce so
called LIM templates. These templates consist of classes
defined in LIM model which are arranged in a tree
structure. Each LIM template represents one integrated
part of the EHR system the LIM model describes, e.g.
physical examination, medication, ECG data. Having
LIM templates the configuration of HL7 broker by
mapping classes from LIM models to fragments of
balloted HL7 messages could be completed.

Organization Place Access Patient ‘
addr : BAG<AD> mobileind : BL ode : CD y P ode : CE ici typeCode : CS
standardindustryClassCode : CE | |addr : AD targetSiteCode : CD id: SET<Il> :BL
i Text : ED gaugeQuantity : PQ i " statusCode : CS o.n |contextControlCode : CS
positionText : ED - ~" |contextConductionind : BL
gpsText : ST QualifiedEntity L recertificationTime : TS B sequenceNumber : INT
Person 5 T V priorityNumber : REAL
I Ind : BL T P source | 4 :
addr : BAG<AD> \L/ gquislenceind ‘ \/ VvV V P pauseQuantity : PQ
maritalStatusCode : CE i V \l Role typeCode : CS Act e ode : CS
educationLewelCode : CE \ Entity classCode : CS functionCode : CD classCode : CS splitCode : CS
raceCode : SET<CE> B id- y contextControlCode :... moodCode : CS joinCode : CS
classCode : CS player id : SET<II> id: negationind : BL
disabilityCode : SET<CE> determinerCode : CS code : CE sequenceNumber : INT|o  |id : SET<II> g nd :
livingArangementCode : CE id : SET<II> 0.1 negationind : BL 4 negationind : BL code : CD conjunctionCode : CS
religiousAffiliationCode : CE co;je :CD 0..n naﬁw . BAGéEN> noteText : ED 1 negationind : BL localVariableName : ST
ethnicGroupCode : SET<CE> quantity : SET<PQ> PiayedRols @ e Bk ATE 0..n|time : IVL<TS> derivationExpr : ST seperatablelnd : BL
name : B‘AG<EN> telec(;m : BAG<TEL> modeCode : CE title : ED subsetc_ode :CS
\/ desc : .ED statusCo(‘ie .Ccs awarenessCode : CE text : ED uncertaintyCode : CE
—————— |gatusCode : ey signatureCode : CE statusCode : CS target
T - usCode : CS effectiveTime : IVL<TS> . Text: ED ffectiveTime : GTS | 0.n
i Time : IVL<T...| scopedRoléicertificateText : ED glgnaturefext QIEREILDE inboundRelationship
administrativeGenderCode : CE : . performind : BL activityTime : GTS 1
5 telecom : BAG<TEL> 0.1 0..nconfidentialityCode : SET<... i - & ityTi T <J—
birthTime : TS [l riskCode : SET<CE> - quantity : RTO ailz ime : TS ——
deceasedind : BL handlingCode : SET<C...SCOPer positionNumber : LIST<IN' s o e (e REETD 6 IAE — | Coietas
deceasedTime : TS ) 'V alityCode : SET<C... /- R
multipleBirthind : BL \ 1/ target source il : IVL<INT> \
multipleBirthOrderNumber : INT AR Lr outboundLink | 0..n WorkingLi: interruptibleind : BL N>
organDonorind : BL Employee 0 RoleLink ownershipLeveiCode : CE |7 'evelCode : CE SEL FinancialContract
« = " .n 5 " T Code : CE
A 0yt s .
NonP Livi ‘ Material ‘ jobTitleName : SC inboundLinkpriorityNumber : INT ﬁreamnCode + SET<CE>
- = ‘formcode BIGLE] JjobClassCode : CE effectiveTime : IVLs.« / ode : CE
strainText : ED i - ionCode : CE # ,‘ i InviceElement
genderStatusCode : CE A salaryTypeCode : CE Procedure / ANVAN modifierCode : SET<CE>
T salaryQuantity : MO methodCode : SET<CD> T 7 unitQuantity : RTO<PQ,PQ>
Text : ED C ode : SET<CD> Obsenation unitPriceAmt : RTO<MO,PQ>
lotNumberText : ST i Text : ED | |targetSiteCode : SET<CD> value : .

0 : . routeCode : CE. netAmt : MO
expirationTime : IVL<TS> - A ode : SET<CE> et \ |factorNumber : REAL
stabilityTime : IVL<TS> || LanguageCommunication B methodCode : SET<CE> CEEers) G2 \ " \pointsNumber : REAL

00eICE — iteCode : SET<CD> exposureModeCode : CE \ \ .
/\ /\ e - = T \
T ot Cocs .P(\;AE“‘MP . CE routeCode : CE A\ /\ /‘ \ \\
Device - BL ) doseQuantity : IVL<PQ> / \ n ;
manufacturerModelName : SC ag e
p doseCheckQuantity : SET<RT(,/ n - n B | balanceAmt : MO
fty N JEC subjectOrientationCode : CE | |
pOMAETe ir:e Sod... Container maxDoseQuantity : SET<RTY d | cumencyCode : CE
alertLevelCode : CE capacityQuantity : PQ administrationUnitCode : PublicHealthCase Supply . eQuT}::‘):‘;ifT'()“;m%gs>
lastCalibrationTime : TS heightQuantity : PQ i Sode : CE | |quantity : PQ L i
dlar?e(erg::ntlté E PQ PatientEncounter ode : CE JseTime : IVL<TS> \
coapiypeoses itTestind : BL ode : CE -
A 'T|2M52220%8 separatorTypeCode : CE RreedmiIecn. ~ode : CE [\ Financial
pril 25, barrierDeltaQuantity : PQ | iy - : M
thOfStayQuantity : PQ i - amt : MO
bottomDeltaQuantity : PQ e Diet \ Dt | i Quantity : REAL,
specialCourtesiesCode : SET<CE> Gl Uiy - e X alue : LISTSANY> | debitExchangeRateQuantity : REAL
specialArrangementCode : SET<CE> carbohydrateQuantity : PQ
acuityLevelCode : CE

Figure 2:
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The HL7 broker plays a role of an entry point to a
HL7 network or some sort of a gateway. The HL7
network consists of HL7 brokers which communicate
with each other. The HL7 brokers support peer to
peer communitaction and broadcasts are possible as
well. New HIS is added into the HL7 newtwork after
implementing all three steps mentioned at the beginning
of this section. The HL7 broker connected to the new
HIS is added to the set of existing HL7 brokers.

3.3. EHR communication modules

Both EHR systems had to be extended by programatic
parts supporting the communication with a particular
HL7 broker. We call these parts LIM fillers as their main
task is to fill in LIM templates with actual data, thus
creating LIM message instance.

Secondary task of a LIM filler is communication with
the HL7 broker via SOAP protocol. Therefore, a SOAP
client had to be implemented on both EHRs. Each filler
was created independently but on a similar basis as a
pluggable module.

3.4. Classifications and code lists

Uniqueness of term  definitions and  their
precise denomination are necessary for semantic
interoperability. We have found that current
classification of medical terms is not optimal.
Insufficient standardization in medical terminology
represents one of the prevailing problems in processing
of any kind of medical-related data.

Various classification systems, nomenclatures, thesauri
and ontologies have been developed to solve this
problem, but the process is complicated by the existence
of more than one hundred incompatible systems. The
most extensive current project that supports conversions
between major classification systems and records
relations among terms in heterogeneous sources is the
Unified Medical Language System (UMLS) [9].

During the development of MUDR EHR and MDMC,
the UMLS Knowledge Source Server was used to
evaluate the applicability of international nomenclatures
in the Czech medical terminology. During the analysis,
we found that approximately 85 % of MDMC concepts
are included in at least one classification system. More
than 50 % are included in SNOMED Clinical Terms
[10].

Each information system uses its internal code-lists.
There are plenty of them in the information systems
and standards. To avoid necessity to implement them
in the HL7 broker, a web application enabling each
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information system developer to define and maintain
their own code-lists has been developed. The same
mechanism can be used to import the HL7 code-lists.
Each code-list is characterised by its name, technical
name, version, administrator and user of the code-list
(HL7, WinMedicalc, MUDR).

The web application allows the user to define relations
between values of individual code-lists describing the
possibility to convert value from one code-list to value
from the another one. The allowed relation types are
equivalence, generalization or specialization.

The entered data about code-lists can be utilized
by SOAP method Translate (val, A, B), where
val is the value from code-list A and B is the destination
code-list. The method returns the value from B which
is equivalent or generalization of the value val from
A. This method can be used by core of HL7 broker
to convert values from messages according to required
code-lists.

3.5. Communication interface between MUDR EHR
and HL7 broker

Communication between electronic health record and
HL7 broker is similar in both participating systems,
therefore in the following text the MUDR EHR part will
be described.

Communication between MUDR EHR and HL7 broker
is based on SSL secured SOAP protocol. The HL7
broker provides several methods (sendLimMsg(),
ackLimMsg (), getLimMsg () ) for transfer of the
data between MUDR EHR and HL7 broker. These
methods are exposed by the web-service of the HL7
broker as operations and are described in web-services
definiton language (WSDL) file in the following form:

The data are transported in the form of a message
described by the LIM template — LIM message instance.
Several LIM templates are defined, e.g. administrative
data, ECG or laboratory results. There are two
communication modes - querying mode and passive.

In the query mode the MUDR EHR receives a special
LIM template with a query from the HL7 broker.
This LIM template contains only several entered values
serving as an identifier of the demanded information —
query parameters. After information retrieval from the
local database of MUDR EHR, the information is sent
back to the HL7 broker in the form of LIM message.

The passive mode is used to import the content of the

LIM message (with all the required data) into the target
EHR.
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<portType name='svc-porttype’>
<operation name=’ackLimMsg’ >
<input message='tns:ackLimMsgRequest’ />
<output message='tns:ackLimMsgResponse’ />
</operations>

<operation name=’'getLimMsg’ >
<input message=’tns:getLimMsgRequest’ />
<output message='tns:getLimMsgResponse’/>
</operations>

<operation name='sendLimMsg’ >
<input message='tns:sendLimMsgRequest’ />
<output message='tns:sendLimMsgResponse’ />
</operations>
</portType>

The combination of both modes enables the EHR
application triggered by the user request to ask for the
data from the other EHR via HL7 broker, wait for the
incoming data and store them into its own database
structure. Such data should be flagged as externally
received.

The result of a query in the EHR initiated by the received
LIM template could consist of a several LIM messages
according to the query specification. In this case the
individual messages will be sent to the HL7 broker in
sequence with the last message marked as the final one.

4. Results

Communication between participating EHR systems is
realized via the HL7 v.3 communication standard. Local
information models describing semantical structure of
both EHRs were created in order to support semantic
interoperability. Each LIM is derived from the HL7
RIM. The message exchange is realized via HL7 brokers
which communicate with corresponding EHRs by using
web-services technology based on SOAP protocol.

5. Discussion

The majority of healthcare information systems in the
Czech Republic uses so called Data standard of the
Ministry of health (DASTA) [8] and National code-
list of laboratory items (NCLP)[8], as a communication
platform. These standards are developed by the
producers from many companies, faculties, research
institutions in the Czech Republic. DASTA is based on
a predefined limited set of structured data, especially
from the field of laboratory examinations, which is
possible to transfer by the standard messages. The
benefit of the DASTA is its simplicity, allowing an
easy implementation of the interface and realization
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of a communication among information systems. This
simplicity however limits its use, in case the information
not covered by the actual standard version is to be
transferred. The communication of structured general
clinical information is not covered satisfactorily by the
DASTA and it is usually limited to transfer of the free
text messages. On the other side, the possible extension
of the standard by another data is much easier on the
national level than on the international one.

HL7 v.3 offers the general methodology and tools for
the realization of communication between information
systems in healthcare and covers this area with a large
scale of generality. The large extent of the standard and
existing relations to other standards and classifications
are a bit demotivating for the developers with the
minimal experience with standards of this scale. On the
other side, this extensiveness and universality allows
to represent the majority of the situations and entities
appearing in the data exchange process in healthcare.
Thanks to references to external classifications and
nomenclatures the HL7 standard provides the method to
accurately specify the semantics of the communicated
data without the need for ad hoc agreement of
communicating parties about the exact meaning of
individual elements in the transferred messages.

NCLP and DASTA have only a minimal relations
to international classifications and standards. The
communication of Czech hospital information systems
with other healthcare information systems on the
european or international level is not possible without
the adherence to the international standards and
classifications. Unfortunately, their use in the national
environment is very limited without existing Czech
localization of a high quality. Such translation would
be very expensive and time consuming, but on the
other hand it would significantly extend the integration
possibilities of Czech eHealth activities into the
international context.

6. Conclusion

The structured form of information stored in EHR is
an inevitable prerequisite for semantic interoperability
establishment among various EHR systems. The
research work in the scope of the project “Information
technologies for development of continuous shared
health care” demonstrated one possible concept of
solving the problem of distributed medical environment.
The developed concept is based on international
standards and nomenclatures which can be applied as
a system for shared lifelong electronic patient’s health
documentation.
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Abstract

The notion of preference poses a new
prospect of personalization of database queries.
In addition, it can be exploited to optimize
query execution. Indeed, a novel optimization
technique involving preference is developed,
and its algorithm presented.

1. Introduction

Preference provides a modular and declarative means
for relaxing and optimizing database queries. It is a
concept that needs a special framework for embedding
in the relational data model: on the one hand, the
framework should be rich enough to capture various
kinds of preference to provide database users with
an expressive language to formulate their wishes,
and, on the other hand, robust enough to allow for
possibly conflicting preferences as the assumption of
consistency of complex preferences is hard to fulfill in
practical applications.

To reach the above goal we consider sixteen kinds
of preferences, some of them allowing for expressing
uncertainty. Also, basic preference combiners (Pareto or
lexicographic composition) are taken into account.

To embed the notion of preference into relational query
languages, a preference operator, parameterized by
user preference, is defined: it filters out not all the bad
results, but only worse results than the best matching
alternatives and returns the perfect match if present
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in the database, otherwise, it delivers best-matching
alternatives, but nothing worse!

Optimization strategy of pushing the preference
specification down the query execution tree is governed
by both algebraic properties of the preference operator
and logical properties of user preference that always
is expressed over a set of possible states of the
world. This strategy is based on the assumption that
early application of the preference operator reduces
intermediate results and thus minimizes the data flow
during the query execution.

2. Embedding Preference
Languages

in Relational Query

2.1. Preference Operator

A new, preference operator is added to the relational
algebra. Its expressive power depends on the
expressivity of the language for expressing user
preference — its single parameter.

Definition 1 (Preference operator) Let U denote a
universe and WF C W a set of the most preferred
worlds with regard to a preference specification P over
a set W of possible worlds. The preference operator wp
is a mapping wp: V. — 2V from a set V of discourse
into the powerset 2V of V :

wp(v) ={v' ColFucUweWr: ul=wAv'} .
(1
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It is important to point out that the preference
specification parameter P allows for complex
preference compound from elementary preferences
of wvarious kinds. We take into account locally
optimistic, locally pessimistic, opportunistic, and careful
preferences, whose terminology and motivation has
been introduced in [1]. Moreover, we consider another
two binary choices: a preference can be strict or non-
strict and can be evaluated without or with a ceteris
paribus proviso, a concept introduced by von Wright [2].
Altogether, we get sixteen various kinds of preference.

On the one hand, this complex preference specification
parameter yields a large expressivity, however, on the
other hand, it makes the preference operator absent
from algebraic properties fundamental for realizing the
algebraic optimization strategy that is based on early
application of the most selective operators of relational
algebra. Thus a more general technique has to be
developed.

2.2. Optimization

Algebraic optimization strategy involving the preference
operator must provide a transformation (of a given
database query) under which the preference operator,
which is the last operator to be applied, is invariant.

Example 1 Let R be a database schema and T its
instance consisting of two relation instances Iy, Is.
Suppose a user expresses their requirements through a
database query

q(I) :Wx(Il UIQ) (2)

over I and their preferences (wishes) through a
preference specification P over the set

W = 21D 3)

of possible worlds. Then, the preference operator
wp (q(I )) evaluated over (2) returns the best matching
alternatives with regard to the user preferences.

Suppose the preference operator is invariant under the
Jollowing transformation of ¢(Z) to q'(T):

q'(Z) = mx (wp(l1) Uwp(l2)) 4)

where w}(I;) is a preference operator derivative
filtering out “bad” tuples. Then, the preference operator
wp (¢'(Z)) evaluated over (4) returns the best matching
alternatives with regard to the user preferences:

wp (¢'(Z)) = wp(¢(2)) .

The query execution trees are depicted in Fig. 1, where
data flow between the computer’s main memory and
secondary storage is represented by the drawing width.
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Figure 1: Improving the query plan by pushing the preference
operator down the query execution tree

Supposing that relation instances 1 and I are too big
to fit into the main memory and using the number of the
secondary storage I/O’s as our measure of cost for an
operation, it can be seen that the strategy of pushing
the preference operator can improve the performance
significantly.

Note that to push the preference specification P down
the expression tree, a special derivative w}, of the
preference operator wp realizing its filtering potential
has been introduced. Unlike the preference operator (cf.
1), it is a mapping wp: V. — V from a set V of
discourse — a set of all possible tuples over a given
relation scheme — into itself. Most importantly, it fulfills
the following property:

wp (wh(D)) = wp(D) |

i.e., it filters out bad tuples of a given relational instance
I without affecting the value of the preference operator.

Furthermore, observe that wp and w3 have an identical
value of the preference parameter. This value — a user
preference P over W — however, is usually expressed
over the result of a query (3). Does it mean that
we need to have computed (3), and thus also (2),
before we are able to evaluate (4)? The answer has
to be searched for in the definition of the semantics
of preference specification [3] and is provided by the
following proposition 1.

In brief, a preference specification has the constructive
semantics defined by means of a disjunctive logic
program (DLP). In the following, 20 stands for the
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Herbrand universe for the DLP assigned to a preference
specification P, and gp for a mapping that can be
computed from models of the DLP. Note that models
of the DLP can be computed using single exponential
time on the cardinality of 20, which , in turn, depends
exponentially on the number of elementary preferences
composing the preference specification P. This number,
however, is supposed to be small, usually between five
and ten. Finally, fp stands for a mapping that can be
expressed as a first order query.

Lemma 1 Let q denote a database query — a mapping
q: inst(R) — inst(S) from a set of database instances
over a database schema R to a set of relation
instances over a relation schema S. Given a preference
specification P over a set W of possible worlds, there
exist a finite set 0 and a mapping gp: 2% — 2% such
that the following properties hold for all subsets 20’ of
Q@ if W = 212);

gp(W) C W, ®

gp (W) C f5 (supp) C W' = WP = @)y |
6)

where fp: 20 — {unsupp,supp} is a function
returning supp for every w € 20 that, loosely speaking,
is “supported” by P over W, and
/P 1P
WY ={weW|IweW :w=rw}. (7
Proposition 1 Suppose Z, 20, fp, and gp are as in
Lemma 1. Then, the mapping hp: 2% — 2%

hp(2') = (W' — gp(W')) U (9p(W') N f5 ' (supp))
(3)
has a fixpoint Wy such that Wy, O f;l (supp).

Proof: It follows readily from (5) that V20’ C
W: hp(W') C W'. As W is finite, it is clear that
VD' C W 3n € N [i > n = hiy (W) = ()],
i.e., Wy (20') is a fixpoint of ~p. Now the observation:
v C W (W D fp'(supp) = hp(W) 2
I» ! (supp)] completes the proof. m

The following corollary follows readily from (6) and
from the observation

hp(W') =W = gp(W') C f5" (supp) .

Corollary 1 Suppose q and P over W are as
in Lemma 1. Then, Wgy being the fixpoint from
Proposition 1 and W = 2970, the following equality
holds:

WP = (g )w -
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So the answer is: partially. To evaluate the preference
operator derivative w, it suffices to find a relevant part
of the query result. Intuitively speaking, this relevant
part is subsumed by the fixpoint of (8) (Corollary 1)
and computed by stepwise pruning the special set 2
(Proposition 1).

3. An Algorithm

The above corollary is the key to effective computation
of (4) in the above example:

Algorithm 5 Preference operator filtering tuples
Input: ¢: inst(R) — inst(S),P,Z
Output: w}, (1)
: Qﬁﬁx =920
while change do
compute gp (Wi )
if v € gp(Wax): fp(w) = unsupp then
remove such tv from Wg,
end if
end while
compute 27
w}‘; (Il) = 11
for allt € I, do
if Vio € 207 : to = —t then
remove ¢ from w3 (1)
end if
end for

R A T

—_ e = e
AW N = O

On line 1, 27 depends solely on preference specification
P. It is independent of the set W over which P
is expressed, and thus it also is independent of the
input database instance Z. The while block computes
a fixpoint of (8): the function gp can be computed in
exponential time on input 27, and the function f» can be
expressed as a first order query over Z. On line 8, 207,
can be computed in exponential time on input 2U. In the
for block, the input relation instance I; is filtered: on
line 11, the logical condition follows from Corollary 1
and analysis of (1) and (7).

4. Related Work

The study of preference in the context of database
queries has been originated by Lacroix and Lavency
[4]. They, however, don’t deal with algebraic
optimization. Following their work, preference datalog
was introduced in [5], where it was shown that concept
of preference provides a modular and declarative means
for formulating optimization and relaxation queries in
deductive databases.
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Nevertheless, only at the turn of the millennium this
area attracted broader interest again. KieBling et al.
[6, 7, 8 9, 10, 11] and Chomicki et al. [12, 13,
14, 15] pursued independently a similar, gualitative
approach within which preference between tuples is
specified directly, using binary preference relations.
They have laid the foundation for preference query
optimization that extends established query optimization
techniques: preference queries can be evaluated by
extended — preference relational algebra. While some
transformation laws for queries with preferences were
presented in [11, 6], the results presented in [12] are
mostly more general.

In brief, Chomicki et al. and KieBling et al. have
embedded the concept of preference into relational
query languages identically: they have defined an
operator parameterized by user preference and returning
only the best preference matches. This embedding is
similar to ours. However, their operator differs from
our preference operator by the parameter: Chomicki
et al. and KieBling et al. consider such preference
that the operator is partially antimonotonic with
respect to its relational argument. By contrast, the
preference parameter we consider is more complex
and consequently, this property is not fulfilled by
the preference operator. As a result, most algebraic
properties presented by the above authors don’t apply to
the preference operator. Specifically, the commutativity
and distributivity properties do not hold, and thus the
optimization strategy presented in this paper has to rely
on different techniques.

Moreover, Chomicki et al. and KieBling et al. are
concerned only with one type of preference and don’t
consider preferences between sets of elements. In terms
of logic of preference, they only take into account
preferences between singleton worlds'. In this sense,
their approach is subsumed by the approach presented in
this paper, and, in particular, the introduced optimization
technique can be applied to the their preference
relational algebra.

A special case of the same embedding represents skyline
operator introduced by Borzsonyi et al. [16]. Some
examples of possible rewritings for skyline queries are
given but no general rewriting rules are formulated.

[3] is preliminary contribution building on recent
advances in logic of preference. Employing non-
monotonic reasoning mechanisms, it takes into account
various kinds of preferences. The embedding of
preference in relational query languages is based on

I A singleton world is a world containing a single element.

a single preference operator parameterized by a user
preference. By contrast to the presented approach, it
is assumed that user preference always is expressed
over a fixed “universal” domain — a powerset of
a universal relation’. Consequently, the preference
operator has “nice” algebraic properties including
conditional commutativity and distributivity. As a result,
an optimization strategy of pushing the preference
operator down the query expression tree could been
developed [17].

A slightly different goal is pursued in [18], where the
relational data model is extended to incorporate partial
orderings into data domains. The partially ordered
relational algebra (PORA) is defined by allowing the
ordering predicate to be used in formulae of the selection
operator. PORA provides users with the capability of
capturing the semantics of ordered data. A similar
approach to preference modelling in the context of
web repositories is presented in [19]: a special algebra
is developed for expressing complex web queries.
The queries employ application-specific ranking and
ordering relationships over pages and links to filter
out and retrieve only the “best” query results. In
addition, cost-based optimization is addressed. Also in
[20], actual values of an arbitrary attribute are allowed
to be partially ordered according to user preference.
Accordingly, relational algebra operations, aggregation
functions and arithmetic are redefined. However, some
of their properties are lost, and the query optimization
issues are not discussed.

A comprehensive work on partial order in databases,
presenting the partially ordered sets as the basic
construct for modelling data and proposing the
embedding of the notion of partial order in relational
data model by means of realizer, is [21]. Aiming at an
effective representation of information representable by
a partial order and proposing a suitable data structure,
[22] builds on this framework. Other contributions aim
at exploiting linear order inherent in many kinds of data,
e.g., time series: in the context of statistical applications
systems SEQUIN [23], SRQL [24], Aquery [25, 26].
Various kinds of ordering on power-domains have also
been considered in context of modelling incomplete
information: a very extensive and general study is
provided in [27].

By contrast to the above qualitative approach, in the
quantitative approach [28, 29, 30, 31, 32, 33, 34],
preference is specified indirectly using scoring functions
that associate a numeric score with every tuple. On the
one hand, this approach enables expressing quantitative

2Here, the term universal relation denotes that unique relation instance over a relation schema that contains all possible tuples over that schema
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aspects of preference, e.g., its strength, however, on
the other hand, expressivity of the qualitative aspect of
preference is restricted to the weak order — a special case
of the partial order.

5. Conclusions

The paper deals with the optimization of relational
queries using the concept of preference. It builds on the
recent leading ideas that have contributed to remarkable
advances in the field:

e Preferences are embedded into relational query
languages by means of a single preference
operator returning only the best tuples in the sense
of user preferences. By considering the preference
operator on its own, we can, on the one hand,
focus on the abstract properties of user preference
and, on the other hand, study special evaluation
and optimization techniques for the preference
operator itself.

e An optimization strategy is based on the
assumption that early application of a selective
operator reduces intermediate results and thus
reduces data flow during the query execution.
Pushing the preference operator, based on its
algebraic properties, is a well known technique
realizing this strategy.

Furthermore, to express a user preference, we employ
the language introduced by Kaci and van der Tore
[35], who have extended propositional language with
sixteen kinds of preference. In their non-monotonic
logic framework, we can capture complex preference,
including preference between sets, yet the preference
operator parameterized by such complex preference
doesn’t fulfil the commutativity and distributivity
properties. For this reason, the optimization strategy
needs to employ different technique: computing
preference models over a stepwise pruned special set
20 until the fixpoint is reached and then using a special
preference operator derivative to filter out “bad” tuples.

In conclusion, the main contribution of the paper
consists in presenting the optimization strategy of
pushing the user preference down the expression tree
and introducing the algorithm for its implementation.
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Abstrakt - Validita (metodologicka spravnost)

Od pocatku 90. let 20. stoleti, kdy
se systematicky zacCaly wvyvijet nastroje
a metodika pro zavadéni mediciny zaloZené na i . N L
ditkazech (EBM) do klinické praxe, doslo ke - Rychla dosazitelnost a praktiCnost (elektronicka
znacnému rozvoji informacnich zdroju a sluzeb forma, snadn¢ vyhledavani)
zamefenych na podporu EBM. Soucasné
dochazelo k posunu ve vztahu uzivateld
k internetu. Webové technologie, které dfive
byly v rukou profesionalnich programatord,
se priblizily uzivatelim natolik, Ze zanikla
hranice mezi autory obsahu a Ctenafi. Tento
jev, v poslednich letech popisovany jako Web

- Klinicka relevance (odpovédi na klinické otazky)

S ohledem na vySe uvedené naroky vznikly pro
potieby EBM nékteré specifické dokumenty, mezi
néz patii predev§im tzv. sekundarni zdroje odvozené
analyzou a syntézou primarnich ¢asopiseckych clankd,
tj. originalnich studii. Za nejspolehlivéjsi primarni

2.0, je zdrojem cenného poznani (“wisdom zdroje jsou povazovany randomizované kontrolované
of crowds”, “collective knowledge”). Tato studie, které stoji na vrcholu tzv. pyramidy dukazi
prace vychazi z principii mediciny zaloZené (obr. 1). Ze stejnych divodi se informacni zdroje
na dikazech a vyuzivd nastroje Webu 2.0 zametené na podporu EBM v klinické praxi postupné
pro vytvofeni nového informacniho zdroje, vyvijely a v souasnosti je lze rozdélit do péti
ktery napliiuje pevna kritéria EBM a soucasné zékladnich skupin (viz pyramida 5S>, obr. 2, [6]). Pii

umoznuje vyuziti prvktt Webu 2.0 podporujicich
sdileni znalosti a komunikaci jeho uzivateld.
Vysledkem je systém pro budovani databaze
poznani vzniklého na podkladé systematického
vyzkumu doplnovana nazory a praktickymi Systematicks pFehledy

zkuSenostmi ¢lent dané virtualni komunity. A mEtnnljsy

Randomizované kontrolované
dvoiité zaslepené studie

vyhledavani odpovédi na klinické otazky se doporucuje
zacinat u sekundarnich zdrojti a postupovat od vrcholu
pyramidy smérem k jejimu zakladu.

Kli¢ova slova: védecké 1ékarské informace,
medicina zalozena na dikazech, EBM, podpora

klinického rozhodovani, informacni zdroje, Web Kmtm;;:g studie
2.0, nova média
Série kazuistik \
1. Uvod Kazuistiky
/ Myslenky, editorialy, nazory

Informacni zdroje odpovidajici pravidlim mediciny
zalozené na dikazech (EBM) musi spliovat nékolik Vyzkum na zvifatech \
zakladnich kritérii: T \

- Aktualnost (nejnovéjsi informace, pravidelna
aktualizace) Obrazek 1: Pyramida dukazi.
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1.1. Sekundarni informacni zdroje pro podporu
EBM

Mezi sekundarni zdroje v kontextu terminologie
mediciny zalozené na dikazech patfi: systematické
prehledy, CAT's (Critical Appraised Topics), BETs (Best
Evidence Topics), POEMs (Patient Oriented Evidence
that Matters), klinicka doporuceni (CPGs, Clinical
Practice Guidelines) a Ekonomické analyzy.

a. Systematické prehledy (systematic reviews)

Podle soucasnych kritérii mediciny zalozené na
dikazech jsou systematické prehledy v daném case
nejkvalitngjsi zdroje informaci o uritém tématu nebo
klinické otazce a stoji tedy na vrcholu dfive jiz zminéné
pyramidy dukazi (obr. 1). Vznikaji v metodicky
presné definovaném a reprodukovatelném procesu,
jehoz soucasti je peclivé a dikladné vyhledavani
primarnich védeckych dokumentti (publikovanych
i nepublikovanych), kritické posouzeni jejich validity
(k dalsimu zpracovani jsou vybrany pouze studie
odpovidajici stanovenym kritériim) a Casto i nasledné
statistické zpracovani (metaanalyza). Cilem tohoto
procesu je minimalizovat riziko systematické chyby
(bias) a ziskat tak co mozna nejspolehlivéjsi zavery.

Tvorbou systematickych prehledi se zabyva napriklad
Cochranova spoluprace (Cochrane Collaboration),
ktera vytvari a Ctvrtletné aktualizuje tzv. Cochranovy
systematické prehledy. Jsou obsahem Cochranovy
databaze systematickych prehledi (The Cochrane
Database of Systematic Reviews, CDSR) v Cochranove
knihovné. V uvodu kazdého takového dokumentu
najdeme datum posledniho prohledavani informacnich
zdrojti a datum posledni podstatné provedené zmény.

b. CATs, BETs, POEMs
CATs (Critical Appraised Topics) a BETs (Best

systemy
(Systems)

Souhrny
(Summaries)
=i =

L}

Synopse
(Synopses)
=

Evidence Topics) jsou kratsi dokumenty shrnujici
dikazy na uzce specializovanou klinickou otazku
(terapeuticky postup, diagnosticky test ap.). Dokumenty
tohoto typu najdeme v databazich matefskych univerzit,
organizaci a instituci, napfiklad v CATbank (Centre for
Evidence-Based Medicine, Oxford) nebo na Evidence-
Based Pediatrics Web Site (University of Michigan).

POEMs (Patient-Oriented Evidence that Matters)
jsou takové dukazy, jejichz vysledky jsou vyznamné
z hlediska pacienta (morbidita, mortalita, kvalita
zivota) na rozdil od tzv. DOEs (Disease Oriented
Evidence), které se zabyvaji charakteristikami nemoci
(patofyziologie, etiologie). élénky typu POEM
vychazeji v kazdém Cisle Journal of Family Practice
a jsou zakladem pro Family Medicine Journal Clubs.

c. Klinicka doporuceni (clinical practice guidelines)
Klinicka doporuceni jsou systematicky vyvijené
dokumenty pro podporu rozhodovani o patficné
lécebné péci v konkrétni klinické situaci. Byvaji
vytvafeny a aktualizovany odbornymi asociacemi nebo
klinickymi skupinami a publikovany v odbornych
Casopisech, na internetovych strankach odbornych
spoleCnosti  ¢i  patficnych vladnich rezorti nebo
pomoci ucelového tisku. Najdeme je rovnéz ve
specializovanych databazich (napf. Evidence-Based
Medicine Guidelines).

d. Ekonomické analyzy (eco