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Abstract:

A block version of the BFGS variable metric update formula and its modifications are inves-
tigated. In spite of the fact that this formula satisfies the quasi-Newton conditions with all
used difference vectors and that the improvement of convergence is the best one in some
sense for quadratic objective functions, for general functions it does not guarantee that the
corresponding direction vectors are descent. To overcome this difficulty, but at the same
time utilize the advantageous properties of the block BFGS update, a block version of the
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functions. Numerical experiments demonstrate the efficiency of the new method.
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1 Introduction

In this paper we propose a block version of the widely used BNS method, see [1], for
large scale unconstrained optimization

min f(x) : x ∈ RN ,

where it is assumed that the problem function f : RN →R is differentiable.
The BNS method belongs to the variable metric (VM) or quasi-Newton (QN) line

search iterative methods, see [6], [12]. They start with an initial point x0 ∈ RN and
generate iterations xk+1 by the process xk+1 = xk + sk, sk = tkdk, k ≥ 0, where dk is the
direction vector and the stepsize tk > 0 is chosen in such a way that

fk+1 − fk ≤ ε1tkg
T
k dk, gT

k+1dk ≥ ε2g
T
k dk (1.1)

(the Wolfe line search conditions, see e.g. [15]), 0 < ε1 < 1/2, ε1 < ε2 < 1, fk = f(xk)
and gk =∇f(xk). Usually dk = −Hkgk with a symmetric positive definite matrix Hk;
typically H0 is a multiple of I and Hk+1 is obtained from Hk by a VM update to satisfy
the QN condition (secant equation)

Hk+1yk = sk (1.2)

(see [6], [12]), where yk = gk+1 − gk. For k ≥ 0 we denote

Bk = H−1
k , bk = sT

kyk,

(note that bk > 0 for gk 6= 0 by (1.1)). To simplify the notation we frequently omit index
k and replace index k + 1 by symbol + and index k − 1 by symbol −.

Among VM methods, the BFGS method, see [6], [12], [15], belongs to the most effi-
cient; the update formula preserves positive definite VM matrices and can be written in
the following quasi-product form

H+ =
1

b
ssT +

(
I − 1

b
syT

)
H

(
I − 1

b
ysT

)
. (1.3)

The BFGS method can be easily modified for the large-scale optimization; the BNS and
L-BFGS (see [8], [14], [9] - subroutine PLIS) methods represent its well-known limited-
memory adaptations. In every iteration we recurrently update matrix ζkI, ζk > 0, (with-
out forming an approximation of the inverse Hessian matrix explicitly) by the BFGS
method, using m couples of vectors (sk−m̃, yk−m̃), . . . , (sk, yk) successively, where

m̃ = min(k, m̂−1), m = m̃ + 1 (1.4)

and m̂>1 is a given parameter. In case of the BNS method, matrix H+ can be expressed
either in the form, see [1],

H+ = ζI +
[
S, ζY

] [
U−T (D + ζY T Y )U−1 −U−T

−U−1 0

] [
ST

ζY T

]
,

where Sk = [sk−m̃, . . . , sk], Yk = [yk−m̃, . . . , yk], Dk = diag[bk−m̃, . . . , bk], (Uk)i,j = (ST
k Yk)i,j

for i≤ j, (Uk)i,j = 0 otherwise (an upper triangular matrix), or in the form, also given
in [1]

H+ = SU−TDU−1ST + ζ
(
I − SU−T Y T

)(
I − Y U−1ST

)
. (1.5)
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This indicate that direction vectors can be calculated efficiently without computing of
H+ explicitly, see [1].

For ST Y nonsingular and any H̄ ∈ RN×N , the BFGS update formula (1.3) can be
easily generalized to the following block version

H+ = S(ST Y )−1ST + P T H̄P , P =I−Y (STY )−1ST , (1.6)

which satisfies the QN conditions H+Y = S, i.e. for the whole block of stored difference
vectors. This generalization of the BFGS update of H̄ was derived by Schnabel [16] for
ST Y and H̄ symmetric positive definite, using a variational approach, and by Hu and
Storey [7] for quadratic functions, using corrections for the exact line search. Both in [16]
and in [7], some modifications of matrices Y (and also S in [7]) are proposed with intent
to replace ST Y by a symmetric positive definite matrix. Note that these modifications
disturb the QN conditions from previous iterations.

Formula (1.6) is not directly applicable to general functions, since it does not guaran-
tee that the corresponding direction vectors are descent if the matrix ST Y is not positive
definite (i.e. ST Y +Y TS symmetric positive definite). To overcome this difficulty and
at the same time utilize the advantageous properties of the block BFGS update in the
limited-memory context, in each iteration we determine n ≥ 1 and split matrices S and
Y in such a way that S = [S[1], . . . , S[n]], Y = [Y[1], . . . , Y[n]], where all blocks ST

[i]Y[i] are
positive definite. Afterwards we replace the BNS formula (1.5) by n successive updates
of an initial VM matrix HI (ζI for the BNS method (1.5)) using a modification of the
block BFGS update (1.6) with matrices S[i], Y[i] instead of S, Y (the block BNS method,
see Section 4). Obviously, for n = m we obtain the BNS method. The question how to
form suitable blocks S[i], Y[i] will be discussed in Section 5. Numerical results indicate
that this approach can improve results significantly compared to the BNS and L-BFGS
method.

In spite of the fact that matrix H+ is unsymmetric generally, we use the conventional
direction vector d+ = −H+g+, such that z∗ = x+ + d+ solves the problem g(z∗) = 0,
g(z)=g++H−1

+ (z − x+) (a linear model for gradients which respects the QN conditions:
g(x+) = g+, g(x) = g for H+y = s, g(x−) = g− for H+y = s and H+y− = s− , . . .).
In this way, for ill-conditioned problems we usually obtained better results than e.g.
with the vector d̄+ = −(1/2)(H+ + HT

+)g+, which minimizes the quadratic function
Q̄(d̄)= d̄T(H++ HT

+)−1d̄ + gT
+d̄ .

In Section 2 we derive the block BFGS update for general functions, present its prop-
erties and modifications and show some connections with the corrected BFGS update,
see [18] and [17]. In Section 3 we focus on quadratic functions and show optimality of
the block BFGS method and a role of unit stepsizes. In Section 4 we investigate the
block BNS method and derive a convenient formula similar to (1.5) to represent the re-
sulting VM matrix and a related formula for efficient calculation of the direction vector.
The corresponding algorithm is described in Section 5. The global convergence of the
algorithm is established in Section 6 and numerical results are reported in Section 7.

We will denote by ‖ ·‖F the Frobenius matrix norm, by ‖ ·‖ the spectral matrix norm,
by | · | the size of both scalars and vectors (the Euclidean vector norm) and by [A]n2

n1
the

principal submatrix of A with both row and column indices of entries from n1 to n2.
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2 The block BFGS update

Using a variational approach, we will derive the block BFGS update (1.6) for general
functions, investigate its generalized form and show some connections with methods based
on vector corrections from previous iterations for conjugacy.

2.1 Derivation and basic properties

To derive the basic variant of the block BFGS update, given by Theorem 2.2, we utilize
Theorem 2.1, which is a block version (with S, Y instead of s, y) of Corollary 2.3 in [3].

Lemma 2.1. Suppose that a matrix J ∈ RN×m has a full rank, u ∈ Rm and x∗ =
J(JTJ)−1u. Then x∗ is the unique solution to minx∈RN |x| s.t. JTx = u.

Proof. Obviously JTx∗ = u. Let x′ = x∗ + v and JTx′ = u for some v ∈ RN . Then
JTv = 0, thus |x′|2 = uT (JTJ)−1u + |v|2, which yields the desired conclusion. 2

Theorem 2.1. Let S, Y ∈ RN×m, A,WL,WR ∈ RN×N , WL,WR nonsingular, V =
W T

RWR Y and let the matrix Y have a full rank. Then V T Y is nonsingular and the
unique solution to

min
AN∈RN×N

||W−1
L (AN − A)W−1

R ||F s.t. ANY = S (2.1)

is

AN = APV + S(V TY )−1V T , PV = I − Y (V TY )−1V T . (2.2)

Proof. We denote Ω = W−1
L (AN − A)W−1

R
∆
= [ ω1, . . . , ωN ]T and J = WRY . Since

JT ΩT = (ΩWRY )T = (ANY − AY )T W−T
L , problem (2.1) can be rewritten as

min
ωi∈RN

N∑

i=1

|ωi|2 s.t. JT ΩT = (S − AY )T W−T
L .

Denoting [u1, . . . , uN ] = (S−AY )T W−T
L , this can be broken up into N disjoint problems

min
ωi∈RN

|ωi|2 s.t. JTωi = ui, i = 1, . . . , N.

Using Lemma 2.1 (J has obviously full rank), we get ΩT= J(JTJ)−1(S−AY )T W−T
L , i.e.

W−1
L (AN − A)W−1

R = Ω = W−1
L (S − AY )(JTJ)−1JT ,

AN − A = (S − AY )(JTJ)−1JT WR,

which gives (2.2) and nonsingularity of V T Y by JT WR = V T and JTJ = V T Y . 2

Since the matrix AN is meant as an approximation of the inverse Hessian matrix, thus
near to a symmetric matrix, and since the nearest symmetric matrix to any matrix M
in the Frobenius norm is 1

2
(M+MT ) by Lemma 4.1 in [3], we will construct a matrix A∗

satisfying A∗Y = S nearest to the subspace of symmetric matrices in RN×N . Following
the approach used in [3], we will find limi→∞ Ai, where in view of Theorem 2.1

A0 = APV +S(V TY )−1V T, Ai+1 = (1/2)(Ai+AT
i )PV + S(V TY )−1V T, i = 0, 1, . . . (2.3)
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Theorem 2.2. Let the assumptions of Theorem 2.1 be satisfied and sequence {Ai}∞i=0 be
defined by (2.3). Then

lim
i→∞

Ai = (1/2)P T
V (A+AT )PV + V (V T Y )−T ST PV + S(V TY )−1V T ∆

= A∗. (2.4)

Moreover, if T ∈Rm×m is nonsingular and V = ST , we obtain the block BFGS update
(1.6) with H+ = A∗, H̄ = (1/2)(A+AT ).

Proof. First we prove (the matrix V T Y is nonsingular by Theorem 2.1)

Ai = (1/2i)Z + A∗, Z = V (V TY )−T(ATY−S)TPV , (2.5)

i=1, 2, . . . , by induction. For i=1 it is true, since from (2.3) we get

A1−S(V TY )−1V T = 1
2

(
A0+AT

0

)
PV = 1

2

(
APV +P T

V AT+V (V TY )−TST
)
PV

= 1
2

(
I−P T

V

)
APV + 1

2
P T

V (A+AT )PV + 1
2
V (V TY )−T ST PV

= 1
2
V (V TY )−T(ATY−S)TPV +V (V T Y )−TSTPV + 1

2
P T

V (A+AT )PV

by V T PV = 0, P 2
V = PV and I−P T

V = V (V T Y )−T Y T .
Suppose that (2.5) is true for some i ≥ 1. By V TPV = 0 and P 2

V = PV we obtain

(A∗)TPV =
1

2
P T

V (A+AT )PV +V (V T Y )−TSTPV = A∗−S(V TY )−1V T = A∗PV

and ZPV = Z, ZTPV = 0, which by (2.3) and (2.5) yields

Ai+1 =
1

2
(Ai+AT

i )PV +S(V TY )−1V T=
1

2i+1
Z+(A∗−S(V TY )−1V T )+S(V TY )−1V T,

i.e. (2.5) is true for i+1, which completes the induction. Consequently, this implies (2.4).
Finally, let V = ST . Then PV = I − Y (T T STY )−1T T ST = I − Y (STY )−1ST =P (see

(1.6)), STPV = 0 and

A∗=
1

2
P T (A + AT )P + S(STY )−1ST , (2.6)

which is (1.6) with H+ = A∗, H̄ = (1/2)(A+AT ). 2

In the sequel, we give some properties of the block BFGS update, similar to the well-
known properties of the standard BFGS update. To be able to prove some assertions
(e.g. Corollary 2.1) easily, we will investigate the generalized form of (1.6)

H+ = S(ST Y C)−1ST +
(
I − S(ST Y )−T Y T

)
H̄

(
I − Y (ST Y )−1ST

)
(2.7)

(i.e. (1.6) with Y replaced by Y C), where we consider any nonsingular matrices H̄ ∈
RN×N and STY,C ∈ Rm×m. First we prove the following lemmas.

Lemma 2.2. Let Wi ∈ Rµ×ν, µ > 0, ν > 0, i = 1, . . . , 4 , and W T
4 W3 = I. Then

det
(
I + W1W

T
2 −W3W

T
4

)
= det

(
W T

2 W3

)
. det

(
W T

4 W1

)
. (2.8)

Proof. Denoting α = det
(
I + W1W

T
2 −W3W

T
4

)
, we can write

I W T
2 0

−W1 I W3

0 W T
4 I

=
I W T

2 0
0 I+W1W

T
2 W3

0 W T
4 I

=
I W T

2 0
0 I+W1W

T
2 −W3W

T
4 W3

0 0 I
= α.
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The initial determinant on the left can be rewritten in another way as follows:

α =
I W T

2 0
−W1 I W3

W T
4 W1 0 I −W T

4 W3

=
I W T

2 0
−W1 I W3

W T
4 W1 0 0

=
I W T

2 −W T
2 W3

−W1 I 0
W T

4 W1 0 0

by W T
4 W3 = I. To obtain the desired result, we multiply the third block column of the

last determinant by −1 and interchange it with the first block column. 2

Lemma 2.3. Let A ∈ RN×N be a positive definite (not necessarily symmetric) matrix.
Then A is nonsingular and matrix A−1 is also positive definite.

Proof. Obviously, A is nonsingular. Let q ∈ RN , q 6= 0, p = A−1q. Then qTA−1q =
pTATp = pTAp > 0. 2

Theorem 2.3. Let matrices STY and C be nonsingular and let the matrix H+ be given
by (2.7). Then H+Y = SC−1 and

(a) if we replace the matrices S, Y in (2.7) by STS, Y TY with TS, TY ∈ Rm×m

nonsingular, then the corresponding matrix H+ can be also written in the form
(2.7) with C replaced by TY C T−1

S ,
(b) for H̄, H+ and STB̄S nonsingular and B̄ = H̄−1, the matrix B+ = H−1

+ is given by

B+ = B̄ − B̄S(STB̄S)−1ST B̄ + Y C(STY )−T Y T , (2.9)

(c) for H̄, H+ and STB̄S nonsingular, the determinant of B+ is

det B+ = det B̄ . det(STY C)/ det(STB̄S). (2.10)

(d) for H̄ and ST Y C positive definite, also H+ is positive definite.

Proof. (a) We simply replace S, Y by STS, Y TY in (2.7) and rewrite the relation.
(b) Denoting B′

+ = B̄ − B̄S(STB̄S)−1ST B̄ + Y C(STY )−T Y T , we have B′
+S = Y C,

thus we get from (2.7)

B′
+H+ = Y C(ST Y C)−1ST +

(
B′

+ − Y C(ST Y )−T Y T
)
H̄

(
I − Y (ST Y )−1ST

)

= Y (ST Y )−1ST +
(
I − B̄S(STB̄S)−1ST

) (
I − Y (ST Y )−1ST

)

= I − B̄S(STB̄S)−1ST + B̄S(STB̄S)−1ST Y (ST Y )−1ST = I.

(c) Using (2.9) and Lemma 2.2 with W1 = H̄Y C, W T
2 = (ST Y )−T Y T , W3 =

S(STB̄S)−1, W T
4 = STB̄, we get

det B+ = det B̄ . det
(
I − S(STB̄S)−1STB̄ + H̄Y C(STY )−T Y T

)

= det B̄ . det
(
I−W3W

T
4 +W1W

T
2

)
= det B̄ . det

(
(STB̄S)−1

)
. det(STY C) .

(d) Let q ∈ RN , q 6= 0. If STq 6= 0, then qTH+q ≥ qTS(ST Y C)−1STq > 0 by
Lemma 2.3, otherwise qTH+q = qTH̄q > 0. 2

Corollary 2.1. Let the matrices STY and H̄ be nonsingular, H̄ symmetric, B̄ = H̄−1,
and let the matrices STB̄S and H+ given by (2.7) with C = I (i.e. by (1.6)) be nonsin-
gular. Then
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(
1

2

(
H+ + HT

+

))−1

= B̄ − B̄S
(
STB̄S

)−1
STB̄ + Y

(
1

2

(
STY + Y TS

))−1

Y T , (2.11)

1

2

(
B+ + BT

+

)
= B̄ − B̄S

(
STB̄S

)−1
STB̄ +

1

2
Y

(
(STY )−1+(Y TS)−1

)
Y T, (2.12)

det
(

1

2

(
H++HT

+

))−1

= det B̄ . det
(

1

2

(
(STY )−1+ (Y TS)−1

))−1/
det(STB̄S) , (2.13)

det
1

2

(
B+ + BT

+

)
= det B̄ . det

1

2

(
STY + Y TS

)
/ det(STB̄S) . (2.14)

Proof. From (1.6) we obtain 1
2
(H++ HT

+)= 1
2
S((STY )−1+ (Y TS)−1)ST + P T H̄P , which

can be written in the form (2.7) with C = (1
2
(I +(Y TS)−1STY ))−1 and H+ replaced by

1
2
(H+ +HT

+). Using Theorem 2.3 (b) – (c), we get (2.11) – (2.13). Since (2.12) can be
written in the form (2.9) with C = 1

2
(I+(STY )−1Y TS) and B+ replaced by 1

2
(B++BT

+),
Theorem 2.3 (c) yields (2.14). 2

2.2 Connections with methods based on vector corrections

The following lemma shows that if we correct vectors s, y suitably, the BFGS update
of the block BFGS update with submatrices SP , YP of S, Y with columns from previous
iterations (i.e. without s, y) can be expressed as the block BFGS update (2.7).

Lemma 2.4. Let S
∆
= [SP , s], Y

∆
= [YP , y], the matrices ST

P YP , T P
S , T P

Y ∈Rm̃×m̃ be non-
singular, CP =T P

Y (T P
S )−1, PP =I − YP (ST

P YP )−1ST
P , s̃=P T

P s, ỹ=PP y, b̃= s̃Tỹ 6=0 and

HP = SP (ST
P YP CP )−1ST

P + P T
P H̄PP (2.15)

(i.e. (2.7) with S, Y, C replaced by SP , YP , CP ), where H̄ is a nonsingular matrix. Then
also the corrected BFGS update

H+ =
1

b̃
s̃s̃T +

(
I− 1

b̃
s̃ỹT

)
HP

(
I− 1

b̃
ỹs̃T

)
(2.16)

of HP can be equivalently written in the form (2.7) with C =TY TS
−1, where

TS =
[

T P
S −(ST

P YP )−T Y T
P s

1

]
, TY =

[
T P

Y −(ST
P YP )−1ST

P y
1

]
(2.17)

(the upper block triangular matrices). Moreover, ST
P B+s̃ = s̃TH−1

P SP = 0 holds and if H̄
and ST

P YP CP are symmetric matrices, then also HP , H+ and S TY C are symmetric.

Proof. Setting S̄ = S TS, Ȳ = Y TY , we obtain S̄ = [SP T P
S , s−SP (ST

P YP )−T Y T
P s ] =

[SP T P
S , P T

P s ]=[SP T P
S , s̃ ] and similarly Ȳ =[YP T P

Y , PP y ]=[YP T P
Y , ỹ ], which yields

S̄TȲ =
[

(T P
S )T ST

P YP T P
Y (T P

S )T ST
P PP y

sT PP YP T P
Y b̃

]
=

[
(T P

S )T ST
P YP T P

Y 0

0 b̃

]
(2.18)

by P T
PSP = PP YP = 0. Using (2.18), we get

S̄(S̄TȲ )−1S̄T = SP (ST
P YP CP )−1ST

P +
1

b̃
s̃s̃T, Ȳ (S̄TȲ )−1S̄T= YP (ST

P YP)
−1ST

P +
1

b̃
ỹs̃T. (2.19)

Setting P̃ = I−(1/b̃) ỹs̃T , from (2.16) we obtain successively

6



H+ =
1

b̃
s̃s̃T + P̃ THP P̃ =

1

b̃
s̃s̃T+P̃ TSP (ST

P YP CP )−1ST
P P̃ +P̃ TP T

P H̄PP P̃

=
1

b̃
s̃s̃T+SP (ST

P YP CP )−1ST
P +

(
I− 1

b̃
s̃ỹT

)
P T

P H̄PP

(
I− 1

b̃
ỹs̃T

)

=
1

b̃
s̃s̃T+SP (ST

P YP CP )−1ST
P +

(
P T

P−
1

b̃
s̃ỹTP T

P

)
H̄

(
PP− 1

b̃
PP ỹs̃T

)

=
1

b̃
s̃s̃T +SP (ST

P YP CP )−1ST
P

+
(
I−SP (ST

P YP )−T Y T
P −

1

b̃
s̃ỹT

)
H̄

(
I−YP (ST

P YP )−1ST
P−

1

b̃
ỹs̃T

)

by P 2
P =PP and P T

P SP =0, which yields P̃ TSP =SP−(1/b̃)s̃ỹT P T
PSP =SP . Using (2.19),

from this we have

H+ = S̄(S̄TȲ )−1S̄T +
(
I − S̄(S̄TȲ )−T Ȳ T

)
H̄

(
I − Ȳ (S̄TȲ )−1S̄T

)
, (2.20)

which can be written in the form (2.7) by Theorem 2.3(a).
Since H+ỹ = s̃ and HP YP = SP C−1

P , i.e. H−1
P SP = YP CP by (2.16) and (2.15), we

have ST
P B+s̃=ST

P ỹ =ST
P PP y =0 and s̃TH−1

P SP = s̃T YP CP = sTPP YP CP = 0 by P T
P SP =

PP YP = 0.
If H̄ and ST

P YP CP are symmetric matrices, then also HP and (T P
S )T ST

P YP T P
Y are sym-

metric by (2.15) and (T P
S )T ST

P YP T P
Y = (T P

S )T (ST
P YP CP )T P

S , which yields the symmetry
of the matrices H+, S̄TȲ and STY C by (2.16), (2.18) and by the equality STY C =
T−T

S (S̄TȲ ) T−1
S . 2

In view of the relations ST
P B+s̃ = s̃TH−1

P SP =0, we can regard the transformations s→
s̃=P T

Ps=s−SP (ST
P YP )−T Y T

P s, y→ ỹ=PP y=y−YP (ST
P YP )−1ST

P y (or the transformations
S→ S̄, Y→ Ȳ ) in Lemma 2.4 as corrections from previous iterations for conjugacy, which
shows some connections with methods [18] and [17], where similar corrections are used.

Although variational characterizations of such corrections are significant mainly for
quadratic functions, see Section 3, the following theorem indicates that we can expect
good properties of the block BFGS update also for functions similar to quadratic (e.g.
near to a local minimum).

Theorem 2.4. Let S
∆
= [SP , s], Y

∆
= [YP , y], s̈ = s + SP σ, ÿ = y + YP σ, σ ∈ Rm̃, m̃ ≥ 1,

s̃ = P T
Ps, ỹ = PP y, PP = I − YP (ST

P YP )−1ST
P , b̈ = s̈Tÿ, b̃ = s̃Tỹ and STY be symmetric

positive definite. Then b̈ ≥ b̃ and b̃ = sT ỹ > 0 for any σ ∈ Rm̃. Moreover, let HP be
given by (2.15) with CP = I, H+ by (1.6) and ä= ÿTHP ÿ, ã= ỹTHP ỹ. If we define Ḧ+ by

Ḧ+ =
1

b̈
s̈s̈T +

(
I− 1

b̈
s̈ÿT

)
HP

(
I− 1

b̈
ÿs̈T

)
(2.21)

(the corrected BFGS update) and if a symmetric positive definite matrix Ḡ satisfying
ḠS =Y is given, then within σ∈Rm̃ we have Ḡs̈ = ÿ, ä ≥ ã and

‖Ḡ1/2Ḧ+Ḡ1/2−I‖2
F = (1− ä/ b̈ )2−2 | Ḡ1/2(s̈−HP ÿ) |2/ b̈+‖Ḡ1/2HP Ḡ1/2−I‖2

F ; (2.22)

this value is minimized by the choice s̈ = s̃, ÿ = ỹ, when Ḧ+ = H+.
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Proof. From s̃ = P T
P s and ỹ = PP y we obtain b̃ = sTỹ by P 2

P = PP , which gives

b̃ = b− sTYP (ST
P YP )−1ST

P y . (2.23)

From s̈ = s + SP σ and ÿ = y + YP σ we get b̈ = b + 2yTSP σ + σTST
P YP σ, which can be

written as

b̈ = b− yTSP (ST
P YP )−1ST

P y +
(
σ+ (ST

P YP )−1ST
P y

)T
ST

P YP

(
σ+ (ST

P YP )−1ST
P y

)
. (2.24)

Since the matrices STY, ST
P YP are symmetric positive definite by assumption, we have

b̃ > 0 by (2.23), Theorem 2.22 in [5] and ST
P y = Y T

P s . Comparing (2.24) and (2.23), we
can see that always b̈ ≥ b̃ holds.

Let ḠS = Y with Ḡ symmetric positive definite. Obviously Ḡs̈ = ÿ and Ḡs̃ = y−
YP (ST

P YP )−T Y T
P s= ỹ. Denoting w=Ḡ1/2s̈, w̃=Ḡ1/2s̃, W =Ḡ1/2HP Ḡ1/2, Ẅ=Ḡ1/2Ḧ+Ḡ1/2

and M = I−W , we have |w|2 = b̈ ≥ b̃ = |w̃|2 > 0 and (2.21) can be written in the form

Ẅ = (1/|w|2)wwT + P̈WP̈ = I − P̈MP̈ , P̈ = I − (1/|w|2)wwT , (2.25)

by Ḡs̈ = ÿ and P̈ 2 = P̈ . In view of the fact that the trace of a product of two square
matrices is independent of the order of the multiplication, from (2.25) we obtain

‖I − Ẅ‖2
F = ‖P̈MP̈‖2

F = Tr(P̈MP̈M) = Tr
([

M−(1/|w|2)wwTM
]2 )

= ‖M‖2
F − Tr

(
wwTM2+MwwTM−

[
wTMw/|w|2

]
wwTM

)
/|w|2

= ‖M‖2
F − 2|Mw|2/|w|2 + (wTMw)2/|w|4,

(2.26)

i.e. (2.22) by Mw = Ḡ1/2(s̈ − HP ÿ) and wTMw = b̈ − ä. In view of HP YP = SP by
(2.15) and in view of sTYP = yTSP by symmetry of STY , values |Mw| and wTMw are
independent of σ, as we can see from

s̈−HP ÿ = s + SP σ −HP y −HP YP σ = s−HP y ,

b̈− ä = (s̈−HP ÿ)Tÿ = (s−HP y)T(y+YP σ) = sTy − yTHP y + (sT YP − yTSP )σ.

In view of (2.26) we can write ‖I − Ẅ‖2
F = ϕ(|w̃|2/|w|2), where function

ϕ(ξ) = ξ2(w̃TMw̃)2/|w̃|4 − 2 ξ|Mw̃|2/|w̃|2 + ‖M‖2
F (2.27)

is nonincreasing on [0, 1], since ϕ′(ξ)/2 = ξ(w̃TMw̃)2/|w̃|4− |Mw̃|2/|w̃|2 ≤ 0 for ξ ∈ [0, 1]
by the Schwarz inequality. Therefore value ‖I − Ẅ‖2

F is minimized by the choice s̈ = s̃,
ÿ = ỹ, which gives |w| = |w̃|, i.e. maximizes |w̃|/|w|. For this choice, matrices Ḧ+ and
H+ are identical by Lemma 2.4, where for CP = I (i.e. T P

S = T P
Y ) and ST Y symmetric

we have TS = TY , thus C = I.
The rest follows immediately from ä = (ä− b̈) + b̈ = (ã− b̃) + b̈ ≥ (ã− b̃) + b̃. 2

Seemingly, in accordance with Theorem 2.4, the block BFGS update should be ad-
vantageous in case that the matrix STY is positive definite and near to symmetric (e.g.
near to a local minimum). Paradoxically, the standard BFGS update often gives better
results if STY is almost symmetric and the Hessian matrix is ill-conditioned. Therefore
we will use, in addition to the block BFGS update, i.e. update (2.21) of HP with

s̈ = s̃, ÿ = ỹ (2.28)

by Lemma 2.4, also the standard BFGS update of HP , i.e. (2.21) with
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s̈ = s, ÿ = y, (2.29)

or a special update of HP given by (2.21) with

s̈ = s− (sTy−/b−)s−, ÿ = y − (yTs−/b−)y−, (2.30)

which can be more robust than the block BFGS update. In Section 4 we show how it can
be used within the block BNS method. The question how to choose a suitable update
will be discussed in Section 5. For functions similar to quadratic, the choice (2.30) can
also be characterized variationally:

Theorem 2.5. Let Ŝ = [s−, s], Ŷ = [y−, y], ŝ = s− (sTy−/b−)s−, ŷ = y− (yTs−/b−)y−,
s̈ = s−αs−, ÿ = y−αy−, α ∈ R, b̂ = ŝTŷ, b̈ = s̈Tÿ. Then b̂ = sTŷ; if the matrix ŜTŶ is
symmetric positive definite, then b̈≥ b̂ > 0 for any α∈R. Moreover, let HP be given by
(2.15) with CP = I and ä = ÿTHP ÿ. If we define Ḧ+ by (2.21) and a symmetric positive
definite matrix Ḡ satisfying ḠŜ = Ŷ is given, then within α∈R the relations Ḡs̈= ÿ and
(2.22) hold. Besides, the values ä and (2.22) are minimized by the choice s̈= ŝ, ÿ = ŷ.

Proof. We have ŝTŷ = sTŷ −(sTy−/b−)sT
−[y−(sT

−y/b−)y−] = sTŷ. If the matrix ŜTŶ is

symmetric positive definite, then sTy−=yTs−, the value b̈ = b−2αsTy−+α2b− is minimized
by α = sTy−/b−, i.e. by s̈= ŝ, ÿ = ŷ and the minimum value is b̂ = sTŷ = b−sTy− sT

−y/b−
with b̂ > 0 by Theorem 2.22 in [5].

Let ḠŜ = Ŷ with Ḡ symmetric positive definite. Setting σ = (0, . . . , 0,−α)T and
replacing s̃ by ŝ, ỹ by ŷ, b̃ by b̂ and ã by ŷTHP ŷ, we can proceed in the same way as in
the proof of Theorem 2.4. 2

3 Results for quadratic functions

In this section we suppose that f is a quadratic function with a symmetric positive definite
Hessian G (thus GS = Y and STY = STGS is a symmetric matrix) and show optimality
of the block BFGS method and a role of unit stepsizes, which are very frequent, not only
for quadratic functions. Here we consider only the G - conjugacy of vectors.

The following theorem shows that the block BFGS update gives the best improvement
of convergence in some sense for linearly independent direction vectors.

Theorem 3.1. Let f be a quadratic function f(x) = 1
2
(x− x̄)TG(x− x̄), x̄ ∈RN , with a

symmetric positive definite matrix G, k>0, the vectors sk−m̃, . . . , sk be linearly indepen-
dent and let S̃i =[sk−m̃, . . . , si], Ỹi =[yk−m̃, . . . , yi], P̃i =I−Ỹi(S̃

T
i Ỹi)

−1S̃T
i , i=k−m̃, . . . , k,

s̈i =si+S̃i−1σi−1, ÿi =yi+Ỹi−1σi−1, σi−1∈Ri−1, s̃i = P̃ T
i−1si, ỹi = P̃i−1yi, i=k−m̃+1, . . . , k,

s̈k−m̃ = s̃k−m̃ =sk−m̃, ÿk−m̃ = ỹk−m̃ =yk−m̃. Then S̃T
i Ỹi are symmetric positive definite and

s̈T
i ÿi≥ s̃T

i ỹi > 0, i = k−m̃, . . . , k. Moreover, if H̄ is a symmetric positive definite matrix
and if we define Hk+1 by (1.6) and Ḧk+1 by Ḧk−m̃ =H̄ and

Ḧi+1 = (1/s̈T
i ÿi) s̈is̈

T
i +

(
I−(1/s̈T

i ÿi) s̈iÿ
T
i

)
Ḧi

(
I−(1/s̈T

i ÿi) ÿis̈
T
i

)
, (3.1)

i=k−m̃, . . . , k, then value ‖G1/2Ḧk+1G
1/2−I‖F is minimized and the matrices Ḧk+1 and

Hk+1 are identical and symmetric positive definite for s̈i = s̃i, ÿi = ỹi, i=k−m̃+1, . . . , k.
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Proof. Since the columns of S = S̃k are linearly independent, the matrices S̃T
i Ỹi = S̃T

i GS̃i,
i = k − m̃, . . . , k, are symmetric positive definite and we can set H̃i+1 = S̃i(S̃

T
i Ỹi)

−1S̃T
i +

P̃ T
i H̄P̃i, i=k− m̃, . . . , k. Using successively Theorem 2.4 with Ḡ = G and S = S̃i, Y = Ỹi,

HP = H̃i, H+ = H̃i+1, i = k−m̃+1, . . . , k, we get that values ‖G1/2Ḧi+1G
1/2−I‖F are

minimized and the matrices Ḧi+1 and H̃i+1 are identical and symmetric positive definite
for the choice s̈i = s̃i, ÿi = ỹi, i=k−m̃+1, . . . , k, when Ḧk+1 = H̃k+1 = Hk+1 . 2

In Section 2 we mentioned the similarity to the methods based on the corrections from
previous iterations for conjugacy. The following theorem, which can be proved similarly
as Theorem 3.3 in [18], shows that in two successive iterations with VM matrices H, H+

obtained by the block BFGS updates, the only unit stepsize is sufficient to have all stored
direction vectors from previous iterations conjugate with vector s+.

Note that the vectors ST
P y+, Y T

P s+ from the preceding iteration are used for functions
near to quadratic in the process of the suitable update formula selection, see Section 5.

Theorem 3.2. Let f be a quadratic function f(x) = 1
2
(x − x̄)TG(x − x̄), x̄ ∈ RN , let

G,H, H+ be symmetric positive definite matrices satisfying HYP = SP and H+Y = S,

where S
∆
= [SP , s], Y

∆
= [YP , y], let d =−Hg, d+=−H+g+ and t = 1, i.e. s = d. Then

ST
P y+ = Y T

P s+ = 0, i.e. all columns of SP are conjugate with vector s+.

4 The block BNS method

In this section we will derive some representations of matrix H+ which generalize the
BNS formula (1.5). For this purpose, we split matrices S, Y in such a way that S =
[S[1], . . . , S[n]], Y = [Y[1], . . . , Y[n]] and use the theory in Section 2 for the matrices S[i], Y[i]

instead of S, Y , where n ∈ [1,m] is calculated in such a way that all blocks ST
[i]Y[i] are

positive definite (i.e. ST
[i]Y[i] + Y T

[i]S[i] are symmetric positive definite), which is satisfied
e.g. for n=m, when we get the BNS method.

To construct the matrix H+, in view of (2.6) we set H[1] =HI , H+ =H[n+1], where

H[i+1] =S[i](S
T
[i]Y[i]C[i])

−1ST
[i]+

1

2
P T

[i]

(
H[i]+HT

[i]

)
P[i], P[i] = I−Y[i](S

T
[i]Y[i])

−1ST
[i], (4.1)

for ST
[i]Y[i]C[i] nonsingular, i = 1, . . . , n. We consider arbitrary nonsingular matrices

HI , C[i], although only the choice HI = ζI, ζ > 0, C[i] = I is used in Sections 5 – 7. Obvi-
ously, all matrices H[i] are positive definite for this choice by Theorem 2.3 (d) and have
only a theoretical significance (are not formed explicitly). Note that notation here is
partly different than in the previous sections.

In the process of splitting matrices S, Y , we start with the matrices S[n], Y[n] to have
maximum of the latest QN conditions satisfied (for C[n] = I). Thus to test positive
definiteness of the blocks ST

[i]Y[i], i = n, . . . , 1, we use the RL factorization arranged in
reverse order compared to the usual LU factorization. The following lemma converts the
problem of the RL factorization to the same problem of a smaller dimension, see Section 5
for details.

Lemma 4.1. Suppose that A,R, L ∈ Rµ×µ, µ>0, u, v ∈ Rµ, α∈R, α 6=0,

Ā =

[
A u
vT α

]
, R̄ =

[
R u

α

]
, L̄ =

[
L

(1/α) vT 1

]
(4.2)
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(R̄ is an upper block triangular matrix, L̄ lower block triangular). Then to get Ā= R̄L̄,
it suffices to find R,L satisfying A− (1/α)uvT=RL. Moreover,

(a) if u = v then the matrix Ā is symmetric positive definite if and only if both α > 0
and the matrix A− (1/α)uvT is symmetric positive definite,

(b) if the matrix Ā is positive definite, then α>0 and A−(1/α)uvT is positive definite.

Further, if principal minors det[Ā]µ+1
i (see the end of Section 1) are nonzero, i=1, . . . , µ+

1, then we can continue in this way repeatedly, i.e. the whole factorization process is well
defined, and the result factorization is unique.

Proof. Let A− (1/α)uvT=RL. Using relations for R̄, L̄ in (4.2), we obtain

R̄L̄ =

[
RL + (1/α)uvT u

vT α

]
= Ā .

Using Theorem 2.22 in [5], we get (a). Let Ā be positive definite. Then also Ā−1 is positive
definite by Lemma 2.3, obviously together with all its principal submatrices. Similarly
we deduce that α > 0 (a principal submatrix of Ā). Since the matrix A − (1/α)uvT

(the Schur complement of entry α in Ā) is the inverse of a principal submatrix of Ā−1

by Theorem 1.23 in [5], it is positive definite by Lemma 2.3. Finally, the existence and
uniqueness of the factorization under the conditions above follows from Theorem 1.24 in
[5], considering the rows and columns of Ā, R̄, L̄ arranged in reverse order. 2

The following lemma generalizes the approach used in the proof of Theorem 2.2 in [1].

Lemma 4.2. Let µ, ν > 0, SL, YL∈ RN×µ, SR, YR ∈ RN×ν, SC =[SL, SR], YC =[YL, YR],
UL, EL ∈ Rµ×µ, CR ∈ Rν×ν, H̄I ∈ RN×N , UL, ST

RYR and CR nonsingular,

HL = SLU−T
L ELU−1

L ST
L + (I − SLU−T

L Y T
L )H̄I(I − YLU−1

L ST
L ) , (4.3)

HC = SR(ST
RYR CR)−1ST

R + P T
R HLPR, PR = I−YR(ST

RYR)−1ST
R . (4.4)

Then matrix HC can be written in the form

HC = SCU−T
C ECU−1

C ST
C + (I − SCU−T

C Y T
C )H̄I(I − YCU−1

C ST
C), (4.5)

where

UC =

[
UL ST

LYR

ST
RYR

]
, EC =

[
EL

Y T
R SR C−1

R

]
(4.6)

(matrix UC is upper block triangular, EC block diagonal).

Proof. From (4.3) – (4.4) we obtain

HC = SR(ST
RYR CR)−1ST

R + P T
R SLU−T

L ELU−1
L ST

LPR + KT H̄IK, (4.7)
where

K =
(
I − YLU−1

L ST
L

)(
I−YR(ST

RYR)−1ST
R

)

= I − YLU−1
L ST

L − YR(ST
RYR)−1ST

R + YLU−1
L ST

LYR(ST
RYR)−1ST

R

= I−
[
YL, YR

] [
U−1

L −U−1
L ST

LYR(ST
RYR)−1

(ST
RYR)−1

] [
ST

L

ST
R

]
= I−YC U−1

C ST
C .

Using this representation of U−1
C , we obtain [ I 0 ] U−1

C = [ U−1
L ,−U−1

L ST
LYR(ST

RYR)−1],
therefore
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U−1
L ST

LPR = U−1
L ST

L − U−1
L ST

LYR(ST
RYR)−1ST

R = [ I 0 ] U−1
C ST

C (4.8)

by (4.7). Similarly [ 0 I ] U−1
C = [ 0, (ST

RYR)
−1], i.e. (ST

RYR)−1ST
R = [ 0 I ] U−1

C ST
C , thus

SR(ST
RYR CR)−1ST

R = SR (ST
RYR)−T Y T

R SRC−1
R (ST

RYR)−1ST
R

= SC U−T
C [ 0 I ]T Y T

RSR C−1
R [ 0 I ] U−1

C ST
C

= SCU−T
C

[
0

Y T
R SRC−1

R

]
U−1

C ST
C .

(4.9)

To get (4.5), it suffices to use (4.6) – (4.9) together with K = I−YC U−1
C ST

C . 2

The following theorem describes a basic version of the block BNS method.

Theorem 4.1. Let S = [S[1], . . . , S[n]], Y = [Y[1], . . . , Y[n]], n ≥ 1, Si = [S[1], . . . , S[i]],
Yi = [Y[1], . . . , Y[i]], matrices ST

[i]Y[i] C[i] be nonsingular, matrices H[i+1] be given by (4.1),
i=1, . . . , n, and H[1] = HI . Then

H[i+1] = SiU
−T
i EiU

−1
i ST

i +
1

2

(
I − SiU

−T
i Y T

i

)(
HI + HT

I

)(
I − YiU

−1
i ST

i

)
, (4.10)

where (an upper block triangular matrix)

Ui =




ST
[1]Y[1] . . . ST

[1]Y[i−1] ST
[1]Y[i]

. . .
...

...
ST

[i−1]Y[i−1] ST
[i−1]Y[i]

ST
[i]Y[i]


 , (4.11)

Ei = diag
[
1

2

(
Σ1+ΣT

1

)
, . . . ,

1

2

(
Σi−1+ΣT

i−1

)
, Σi

]
, Σj =Y T

[j]S[j]C
−1
[j] , (4.12)

i, j = 1, . . . , n.

Proof. We will proceed by induction on i. For i = 1, update (4.1) can be written as

H[2] = S[1](S
T
[1]Y[1])

−T(Y T
[1]S[1] C

−1
[1] )(ST

[1]Y[1])
−1ST

[1]+
1

2
P T

[1]

(
HI +HT

I

)
P[1] ,

i.e. (4.10) with U1 = ST
[1]Y[1], E1 = Y T

[1]S[1] C
−1
[1] = Σ1.

Suppose that (4.10) – (4.12) hold for some i<n and set H̄[i+1] = 1
2
(H[i+1] +HT

[i+1]) and

H[i+2] = S[i+1](S
T
[i+1]Y[i+1] C[i+1])

−1ST
[i+1]+P T

[i+1]H̄[i+1]P[i+1] (4.13)

in view of (4.1). Since H̄[i+1] can be written in the form (4.10) with Ei replaced by Ēi =
1
2
(Ei +ET

i ), we can use Lemma 4.2 with SL = Si, YL = Yi, SR = S[i+1], YR = Y[i+1], CR =
C[i+1], SC = Si+1, YC =Yi+1, UL = Ui, EL = Ēi, H̄I = 1

2
(HI+HT

I ), HL =H̄[i+1], HC =H[i+2].

Denoting Ei+1 = diag
[
Ēi , Σi+1

]
, we obtain (4.10) with H[i+1], Si, Yi, Ui, Ei replaced by

H[i+2], Si+1, Yi+1, Ui+1, Ei+1 and the induction is established with i+1 replacing i. 2

Similar representations of Hk+1 can be derived also for update (2.21) with the choice
(2.30), which we sometimes use instead of the last update (4.1), see Section 5.

Corollary 4.1. Let H[1] = HI , n ≥ 1, S = [S[1], . . . , S[n]]
∆
= [SP , s], Y = [Y[1], . . . , Y[n]]

∆
=

[YP , y], S[n]
∆
= [SP

[n], s], Y[n]
∆
= [Y P

[n], y], ŝ = s−αs−, ŷ = y−βy−, α = sTy−/b−, β = yTs−/b−,

ŝTŷ 6= 0, Ŝ = [SP , ŝ], Ŷ = [YP , ŷ], the matrices ST
[i]Y[i] C[i], i = 1, . . . , n−1, (SP

[n])
T Y P

[n]C
P
[n]

be nonsingular, the matrices H[i], i=2, . . . , n, be given by update (4.1) and a matrix H+ by
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H+ = (1/ŝTŷ) ŝŝT +
(
I−(1/ŝTŷ) ŝŷT

)
HP

(
I−(1/ŝTŷ) ŷŝT

)
, (4.14)

HP = SP
[n]

(
(SP

[n])
TY P

[n]C
P
[n]

)−1
(SP

[n])
T +

1

2
(P P

[n])
T
(
H[n]+HT

[n]

)
P P

[n], (4.15)

P P
[n] = I−Y P

[n]

(
(SP

[n])
TY P

[n]

)−1
(SP

[n])
T . (4.16)

Then

H+ = ŜÛ−TÊÛ−1ŜT + 1
2

(
I − ŜÛ−T Ŷ T

)(
HI + HT

I

)(
I − Ŷ Û−1ŜT

)
(4.17)

= SŨ−TẼŨ−1ST + 1
2

(
I − SŨ−T Y T

)(
HI + HT

I

)(
I − Y Ũ−1ST

)
, (4.18)

where

Û =

[
UP ST

P ŷ
sTŷ

]
, Ê =

[
EP

sTŷ

]
, Ũ =

[
UP ST

P y
αũT sTy

]
, Ẽ =

[
EP βw̃
βṽT κ

]
, (4.19)

UP =




ST
[1]Y[1] . . . ST

[1]Y[n−1] ST
[1]Y

P
[n]. . .

...
...

ST
[n−1]Y[n−1] ST

[n−1]Y
P
[n]

(SP
[n])

T Y P
[n]



, EP =




1
2
(Σ1+ΣT

1 )
. . .

1
2
(Σn−1+ΣT

n−1)
ΣP

n


 (4.20)

(matrices Û , UP are upper block triangular, Ê, EP block diagonal), Σi = Y T
[i]S[i]C

−1
[i] , i =

1, . . . , n−1, ΣP
n =(Y P

[n])
T SP

[n](C
P
[n])

−1, ũT = sT
−Y P

[n] is the last row of UP , ṽT the last row of

EP , w̃ the last column of EP and κ=β2ṽm−1 + sTŷ. If CP
[n] = I then w̃ = ũ, ṽ is the last

column of diag [ST
[1]Y[1], . . . , S

T
[n−1]Y[n−1], (S

P
[n])

T Y P
[n]] and κ = b+β(β − α)b− .

Proof. We have ŝTŷ = sTŷ by Theorem 2.5. Using Theorem 4.1 for updates (4.1),
i = 1, . . . , n−1, followed by (4.15) (i.e. for updates (4.1), i = 1, . . . , n, with S[n], Y[n] re-
placed by SP

[n], Y
P
[n] or with S = Sn, Y = Yn replaced by SP , YP , we get

HP = SP U−T
P EP U−1

P ST
P +

1

2

(
I−SP U−T

P Y T
P

)(
HI +HT

I

)(
I−YP U−1

P ST
P

)
(4.21)

and to prove (4.17), it suffices to use Lemma 4.2 for update (4.14) of HP , i.e. with
SL = SP , YL = YP , SR = ŝ, YR = ŷ, CR = 1, SC = Ŝ, YC = Ŷ , UL = UP , EL = EP ,
H̄I = 1

2
(HI + HT

I ), HL = HP , HC = H+.

Since we can write Ŝ = [SP , s−αs−]=STS, Ŷ = [YP , y−βy−]=Y TY , where

TS = diag
[
I,

[
1 −α
0 1

]]
∈ Rm×m, TY = diag

[
I,

[
1 −β
0 1

]]
∈ Rm×m, (4.22)

(4.17) yields (4.18) with Ũ = T−T
S ÛT−1

Y , Ẽ = T−T
Y ÊT−1

Y . After rearrangement we obtain

Ũ = T−T
S

[
UP ST

P ŷ
sTŷ

] 
I

1 β
1


 =


I

1
α 1




[
UP βST

P y−+ST
P ŷ

sTŷ

]
=

[
UP ST

P y
αũT sTy

]
,

Ẽ = T−T
Y

[
EP

sTŷ

] 
 I

1 β
1


 =


 I

1
β 1




[
EP βw̃

sTŷ

]
=

[
EP βw̃
βṽT β2ṽm−1+sTŷ

]

by βST
P y−+ST

P ŷ = ST
P y, αsT

−y+sTŷ = αβb−+sTy−αβb− = sTy and ṽm−1 = w̃m−1, where
obviously w̃ = ũ and ṽm−1 = b− for CP

[n] = I. 2

13



To estimate the benefit of the block BFGS update in Section 5, we use values ã, b̃,
see Theorem2.4, which can be calculated with a negligible increase in the number of
arithmetic operations:

Corollary 4.2. Let H[1] = HI , n ≥ 1, S = [S[1], . . . , S[n]]
∆
= [SP , s], Y = [Y[1], . . . , Y[n]]

∆
=

[YP , y], S[n]
∆
=[SP

[n], s], Y[n]
∆
=[Y P

[n], y], the matrices ST
[i]Y[i] C[i] be nonsingular, matrices H[i]

be given by update (4.1), i= 2, . . . , n, with HI = ζI, ζ > 0, matrices HP , P P
[n], UP , EP

by (4.15), (4.16) and (4.20) and let ỹ = P P
[n]y, ã = ỹTHP ỹ, b̃ = sT ỹ. Then

ã = ζ|y|2+yTSP U−T
P

(
Ē+ζY T

P YP

)
U−1

P ST
P y −2 ζyTSP U−T

P Y T
P y , (4.23)

b̃ = b− sT Y P
[n]((S

P
[n])

T (Y P
[n]))

−1(SP
[n])

T y, (4.24)
where

Ē = diag
[

1
2

(
Σ1+ΣT

1

)
, . . . , 1

2

(
Σn−1+ΣT

n−1

)
, 0

]
, Σi = Y T

[i]S[i]C
−1
[i] , (4.25)

i=1, . . . , n−1, and the dimension of the null matrix is equal to dim((Y P
[n])

T SP
[n](C

P
[n])

−1).

Proof. In the same way as in the proof of Theorem 4.1 we get (4.21). Furthermore,
since (SP

[n])
T P P

[n] = 0 and (P P
[n])

2 = P P
[n], from (4.15) we obtain

(P P
[n])

T HP P P
[n] = HP −SP

[n]

(
(SP

[n])
T Y P

[n]C
P
[n]

)−1
(SP

[n])
T . (4.26)

In a similar way as in the proof of Lemma 4.2 (relation (4.9)) we prove (the dimension
of the null principal submatrix is equal to dim Σ1+ . . . + dim Σn−1)

SP
[n]

(
(SP

[n])
TY P

[n]C
P
[n]

)−1
(SP

[n])
T = SP U−T

P

[
0

(Y P
[n])

T SP
[n](C

P
[n])

−1

]
U−1

P ST
P ;

for HI = ζI, ζ > 0, this together with (4.20) – (4.21) and (4.26) immediately gives

(P P
[n])

T HP P P
[n] =SP U−T

P ĒU−1
P ST

P+ζ
(
I−SP U−T

P Y T
P

)(
I−YP U−1

P ST
P

)
, (4.27)

and subsequently yields (4.23) by ã = yT
(
(P P

[n])
T HP P P

[n]

)
y. Finally, (4.24) follows by

analogy with (2.23) (for the proof of (2.23) we need not the symmetry of STY ). 2

Using representation (4.10) or (4.18), the direction vector and an auxiliary vector
Y TH+g+ (see Section 5) can be calculated effectively, similarly as for the BNS method,
see [1]. E.g. for H =ζI and matrix H+ =H[n+1] given by (4.10) we have (omitting index n)

−H+g+ = −ζg+ − S
[
U−T

(
(E+ ζY T Y )U−1STg+− ζY Tg+

)]
+ Y

[
ζU−1STg+

]
, (4.28)

Y TH+g+ = ζY Tg++Y TS
[
U−T

(
(E+ ζY TY )U−1STg+− ζY Tg+

)]
−Y TY

[
ζU−1STg+

]
, (4.29)

where in brackets we multiply by low-order matrices. Similarly for H+ given by (4.18)

−H+g+ = −ζg+ − S
[
Ũ−T

(
(Ẽ+ ζY T Y )Ũ−1STg+− ζY Tg+

)]
+Y

[
ζŨ−1STg+

]
; (4.30)

from this we easily obtain the corresponding representation of Y TH+g+.
In comparison with the BNS method, here U, Ũ are not triangular matrices gener-

ally, which can complicate calculations. Using factorization ST
[i]Y[i] =R[i]L[i], i=1, . . . , n,

where R[i] and LT
[i] are upper triangular matrices, and denoting LD =diag[ L[1], . . . , L[n] ],
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EA = L−T
D (E+ ζY T Y ), we can set U = UT LD, where UT = U L−1

D and LT
D are upper

triangular matrices, and rewrite (4.28) and EA in the form

−H+g+ = −ζg+ − S
[
U−T

T

(
EAL−1

D U−1
T STg+ − ζL−T

D Y Tg+

)]
+ Y

[
ζL−1

D U−1
T STg+

]
, (4.31)

EA = diag
[
1

2

(
RT

[1]+L−T
[1] S

T
[1]Y[1]

)
, . . . ,

1

2

(
RT

[n−1]+L−T
[n−1]S

T
[n−1]Y[n−1]

)
,RT

[n]

]
+ζL−T

D Y TY. (4.32)

In case of matrix Ũ we can proceed similarly. If we denote

Û[n] =

[
(SP

[n])
T Y P

[n] ST
P ŷ

sTŷ

]
, Ũ[n] =

[
(SP

[n])
T Y P

[n] ST
P y

αũT sTy

]
, Ẽ[n] =

[
ΣP

n βw̃
βṽT κ

]
(4.33)

(submatrices of Û , Ũ , Ẽ in (4.19)), we can see that for ST
[n]Y[n] positive definite (thus

sTŷ = b −sTy− yTs−/b− > 0 and (SP
[n])

T Y P
[n] positive definite) a RL factorization of Û[n]

exists by Lemma4.1, because all its principal minors are obviously nonzero. Since they
do not change by adding to a row (column) a multiple of another row (column), we can
also factorize matrix Ũ[n] and write Ũ[n] = R̃[n]L̃[n], where R̃[n], L̃

T
[n] are upper triangular

matrices. Denoting L̃D = diag[ L[1], . . . , L[n−1], L̃[n] ], ẼA = L̃−T
D (Ẽ +ζY T Y ), we can set

Ũ = ŨT L̃D, where ŨT = Ũ L̃−1
D and L̃T

D are upper triangular matrices, and rewrite (4.30)
and ẼA:

−H+g+ = −ζg+ − S
[
Ũ−T

T

(
ẼAL̃−1

D Ũ−1
T STg+ − ζL̃−T

D Y Tg+

)]
+ Y

[
ζL̃−1

D Ũ−1
T STg+

]
, (4.34)

ẼA = diag
[
1

2

(
RT

[1]+L−T
[1]S

T
[1]Y[1]

)
, . . . ,

1

2

(
RT

[n−1]+L−T
[n−1]S

T
[n−1]Y[n−1]

)
,L̃−T

[n]Ẽ[n]

]
+ζL̃−T

D Y TY. (4.35)

Our experiments indicate, that this approach can also improve numerical results.

5 Implementation

We will assume that C[1] = . . . = C[n] = CP
[n] = I and HI = ζI, ζ = b/ yTy > 0, and denote

S =[ SP , s], Y =[ YP , y]. Before we give the algorithm of the method, we will discuss the
question how to split matrices S, Y into S = [S[1], . . . , S[n]], Y = [Y[1], . . . , Y[n]], n ∈ [1,m],
with suitable positive definite blocks [ST

[i]Y[i]], i = 1, . . . , n, and how to choose the appro-
priate update from (2.28)–(2.30) for each of blocks. As we mentioned in Section 4, we
start with the submatrix ST

[n]Y[n] to have maximum of the latest QN conditions satisfied.
In this connection, from now on we denote a set of indices j of vectors sj, yj which form

matrices S[i], Y[i] by Ii, a number of columns of these matrices by mi ≥ 1, i = 1, . . . , n, and
a set of indices j of vectors sj, yj which correspond to entries of the principal submatrix
[ST Y ]νν (see the end of Section 1), 1 ≤ ν ≤ ν ≤ m, by Iν

ν . Obviously,
∑n

i=1 mi = m.

In accordance with the theory in Sections 2, 3 we should use the block BFGS update
whenever an objective function is close to a quadratic function (e.g. near to a local
minimum). Taking this into consideration, we find such positive definite (to have direction
vectors descent) submatrices ST

[i]Y[i] of the largest order, for which ∆i≤δ1 for i=n, ∆i≤δ2

otherwise, where the numbers ∆i = maxj1,j2∈Ii
{(sT

j1
yj2−sT

j2
yj1)

2/(bj2bj1)} (zero for quadratic
functions), can serve as a measure of the deviation from a quadratic function, i=n, . . . , 1.
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On the other hand, the use of this update can deteriorate stability, which is most
noticeable in case of the last block ST

[n]Y[n] if it is almost symmetric, i.e. ∆n < δ3. There-
fore to select the suitable choice from (2.28)–(2.30) for such a block, we estimate the
benefit of the block BFGS update in comparison with the corresponding BFGS updates,
see below. If we regard this benefit as sufficient or if mn ≤ 2, we always use the choice
(2.28), otherwise we denote ai,j = (ST

[n]Y[n])i,j, i, j =1, . . . ,mn and calculate the value

θ =
mn−2∑

i=1

√
|ai,mnamn,i|/b (5.1)

(this formula was chosen empirically), which can be also regarded as an estimate of the
deviation f from a quadratic function and is equal to zero for quadratic function if t−=1,
see Theorem 3.2. Subsequently, we use the choice (2.28) for θ < δ4, (2.29) for θ > δ5 or
s̈Tÿ>δ6 and (2.30) otherwise, see Algorithm 1 and Procedure 3 for details.

It follows from the proof of Theorem 2.4 that ‖Ḡ1/2Ḧ+Ḡ1/2−I‖2
F =ϕ(ξ), ξ= b̃/b̈ ∈(0,1]

for ST Y symmetric positive definite, where the quadratic function ϕ given by (2.27) is
nonincreasing on [0, 1], all its coefficients are independent of σ ∈ Rm, ϕ(0) = ‖M‖2

F

corresponds to HP (no updating), ϕ(b̃/b) to the standard BFGS update, i.e. (2.21) with
the choice (2.29) and ϕ(1) to the block BFGS update, i.e. (2.21) with the choice (2.28).
Although we cannot calculate either ϕ(ξ) or ϕ ′(ξ), the following lemma shows that the
ratio b/b̃ and a suitable estimate of the decrease of ϕ on [b̃/b, 1] can be considered as
good indicators of the benefit of the block BFGS update for STY near to symmetric.

Lemma 5.1. Let we denote quantities ã, b̃ as in Theorem 2.4, w̃, M as in the proof of
Theorem 2.4, ξ1 = b̃/b ∈(0,1] and let the function ϕ(ξ) be given by (2.27). Then

ϕ(ξ1)− ϕ(1) ≥ (1− ã/b̃)2(1− ξ1)
2, (5.2)

[ϕ(0)− ϕ(ξ1)]/[ϕ(0)− ϕ(1)] ≤ ξ1(2− ξ1). (5.3)

Proof. Quadratic function (2.27) can be written in the form

ϕ(ξ) = c̄ξ2 − 2d̄ξ + ‖M‖2
F , c̄ = (w̃TMw̃/|w̃|2)2 =(1−ã/b̃)2, d̄ = |Mw̃|2/w̃|2. (5.4)

Since c̄ ≤ d̄ by the Schwarz inequality, we obtain

ϕ(ξ1)− ϕ(1) = c̄(ξ2
1 − 1) + 2d̄(1− ξ1) ≥ c̄(1− ξ1)

2.

Denoting ψ(t) = (tξ1 − c̄ξ2
1)/(t− c̄), t 6= c̄, we have

[ϕ(0)−ϕ(ξ1)]/[ϕ(0)−ϕ(1)] = (2d̄ξ1−c̄ξ2
1)/(2d̄−c̄) = ψ(2d̄ ) ≤ ψ(2c̄) = ξ1(2−ξ1)

by ψ′(t) = c̄(ξ2
1 − ξ1)/(t− c̄)2 ≤ 0. 2

Both values ã, b̃ can be calculated efficiently by (4.23)–(4.24), with a negligible in-
crease in the number of arithmetic operations. Since we need this values while we create
blocks S[n], Y[n] and thus we have not blocks S[i], Y[i], i < n, created yet (see Algorithm 1),
we will calculate only an estimate of ã, assuming that all matrices S[i], Y[i], i < n, have
one column, i.e. that the matrix HP given by (4.21) is calculated by the BNS method,
see Section 1. In view of Lemma 5.1 we regard the benefit of the block BFGS update as
sufficient, if (1 − b̃/b)|1 − ã/b̃ | > 1 together with b/b̃ > 1.5 or if b/b̃ > 50 (this criterion
was found empirically).
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To improve the readability of the main algorithm, we first present three auxiliary
procedures. Procedure 1 serves for updating of the basic matrices ST Y , Y T Y , similar to
the algorithm given in [1] for updating of the matrices D, U , Y T Y in (1.5). In comparison
with the standard BNS method, where the upper triangular matrix U is used, we need the
whole matrix ST Y here, therefore we use an additional vector Y T

P s = −t Y T
P Hg, see also

Algorithm 1. Note that the number of arithmetic operations is approximately the same as
for the corresponding algorithm in [1]. We present the whole procedure for completeness,
although some parts of steps (ii), (iii) are contained in Step 1 of Algorithm 1.

Procedure 1 (Updating of basic matrices)

Given: t > 0, matrices SP , YP , ST
P YP , Y T

P YP and vectors s, y, g+, ST
P g, Y T

P g, Y T
P Hg.

(i): Set S := [ SP , s], Y := [ YP , y].

(ii): Compute ST g+ = [ST
P g+, sTg+], Y Tg+ = [Y T

P g+, yTg+], Y T
P s = −t Y T

P Hg.

(iii): Compute ST
P y = ST

P g+−ST
P g, Y T

P y = Y T
P g+−Y T

P g, sTy, yTy.

(iv): Set ST Y :=
[

ST
P YP ST

P y
sT YP sTy

]
, Y T Y :=

[
Y T

P YP Y T
P y

yT YP yT y

]
and return.

Procedure 2, based on Lemma 4.1, is used for seeking out of the positive definite
bottom-right-corner principal submatrix of [ST Y ]νν of a maximum order (with iD = 0)
and for its RL factorization (with iD = 1), see Procedure 3.

Procedure 2 (RL factorization of A)

Given: A factorization indicator iD, a global convergence parameter εD ∈ (0, 1), indices

bounds ν, ν, ν ≤ ν, and the matrix [ST Y ]νν
∆
= A.

(i): If iD = 0 set A := A + AT . Set ν̃ = ν − ν + 1, ν̂ := ν̃.

(ii): If iD =0 and Aν̂,ν̂≤εDTrA set ν :=min(ν+ν̂, ν) and go to (iv). If ν̂ =1 go to (iv).

(iii): Set Aν̂,j := Aν̂,j/Aν̂,ν̂ , j =1, . . . , ν̂−1. Set Ai,j := Ai,j −Ai,ν̂Aν̂,j, i=1, . . . , ν̂−1,
j = 1, . . . , ν̂−1. Set ν̂ := ν̂ − 1 and go to (ii).

(iv): If iD = 0 return. Set Li,j := Ai,j for 1 ≤ j < i ≤ ν̃, Li,j := 1 for 1 ≤ j = i ≤ ν̃,
Ri,j := Ai,j for 1 ≤ i ≤ j ≤ ν̃, Li,j := Ri,j := 0 otherwise. Return.

The following Procedure 3 is used for formation and factorization of blocks ST
[i]Y[i],

i = 1, . . . , n and selection of the suitable update formula. Note that to realize updating
with the choice (2.29), we merely create block ST

[n]Y[n] of order 1, see step (v).

Procedure 3 (Block generation)

Given: Symmetry tolerances δ1, δ2, δ3 and update-type tolerances δ4, δ5, δ6, δi > 0,
i=1, . . . , 6, and a global convergence parameter εD∈(0, 1).

(i): Set δ := δ1, an indices upper bound ν := m, an auxiliary block index iB :=1 and
an update-type ((2.28) – (2.30)) indicator iU := 0.

(ii): Find a minimum indices bound ν such that maxj1,j2∈Iν
ν

{
(sT

j1
yj2−sT

j2
yj1)

2/(bj2bj1)
}
≤δ.

(iii): Using Procedure 2 with iD =0, possibly correct the indices lower bound ν. If m≤3

or ν <m or ν−ν ≤2 or maxj1,j2∈Iν
ν

{
(sT

j1
yj2−sT

j2
yj1)

2/(bj2bj1)
}

> δ3 go to (v).
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(iv): Compute θ by (5.1), ã by (4.23) and b̃ by (4.24). If ( (1− b̃/b)|1− ã/b̃|> 1 and
b/b̃ > 1.5) or b/b̃ > 50 or θ < δ4 then go to (v). If θ > δ5 or b̂/b > δ6 set iU := 1,
otherwise set iU :=2.

(v): If iU =1 set ν :=ν and iU :=0. Set AiB :=[ST Y ]νν . If iU =2 and ν =m, denote by

AiB matrix Ũ[n] in (4.33). Using Procedure 2 with iD =1, find matrices RiB=R and
LiB =L such that AiB :=RiBLiB . Set ν := ν−1. If ν ≥ 1 set δ := δ2, iB := iB +1
and go to (ii).

(vi): Set n := iB, ST
[i]Y[i] := An−i+1, R[i] := Rn−i+1, L[i] := Ln−i+1, i=1, . . . , n. If iU =2

set R̃[n] := R[n] and L̃[n] := L[n]. Return.

We now state the method in details. For simplicity, here we omit stopping criteria
and a contingent restart when some computed direction vector is not sufficiently descent.

Algorithm 1

Data: A maximum number m̂ > 1 of columns S, Y , line search parameters ε1, ε2,
0<ε1 <1/2, ε1 <ε2 <1, tolerance parameters δ1, . . . , δ6, δi >0, i∈{1, . . . , 6},
δ4 <δ5, and a global convergence parameter εD∈(0, 1).

Step 0: Initiation. Choose starting point x0 ∈ RN , define starting matrix H0 = I
and direction vector d0 = −g0 and initiate iteration counter k to zero.

Step 1: Line search. Compute xk+1 = xk + tkdk, where tk satisfies (1.1), gk+1 =
∇f(xk+1), sk = tkdk, yk = gk+1 − gk, bk = sT

k yk, ζk = bk/y
T
k yk. If k = 0 set

Sk = [sk], Yk = [yk], ST
k Yk = [sT

k yk], Y T
k Yk = [yT

k yk], compute ST
k gk+1, Y T

k gk+1

and go to Step 4.

Step 2: Basic matrices updating. Using Procedure 1, form the matrices Sk, Yk, ST
k Yk,

Y T
k Yk.

Step 3: Block generation and factorization. Using Procedure 3, find a number of
blocks n and an update indicator iU and form and factorize positive definite
blocks ST

[i]Y[i] = R[i]L[i], i = n, . . . , 1. Form matrices U = Un by (4.11),

LD = diag[ L[1], . . . , L[n] ], EA by (4.32) and UT := UL−1
D for iU = 0 or Ũ

by (4.19), L̃D =diag[ L[1], . . . , L[n−1], L̃[n] ], ẼA by (4.35) and ŨT := Ũ L̃−1
D for

iU = 2.
Step 4: Direction vector. Compute dk+1 = −Hk+1gk+1 and an auxiliary vector

YkHk+1gk+1 by (4.31) for iU = 0 or by (4.34) for iU = 2. Set k := k + 1. If
k ≥ m̂ delete the first column of Sk−1, Yk−1 and the first row and column of
ST

k−1Yk−1, Y T
k−1Yk−1 to form matrices (SP )k, (YP )k, (SP )T

k (YP )k, (YP )T
k (YP )k.

Go to Step 1.

6 Global convergence
In this section, we establish the global convergence of Algorithm 1. The following as-
sumption and lemma are presented in [17].

Assumption 6.1 The objective function f : RN → R is bounded from below and uni-
formly convex with bounded second-order derivatives (i.e. 0 < G ≤ λ(G(x)) ≤ λ(G(x)) ≤
G < ∞, x ∈ RN , where λ(G(x)) and λ(G(x)) are the lowest and the greatest eigenvalues
of the Hessian matrix G(x)).
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Lemma 6.1. Let the objective function f satisfy Assumption 6.1. Then G ≤ |y|2/b ≤ G
and b/|s|2 ≥ G.

Lemma 6.2. Let A1 ∈ Rµ×µ, µ > 0, be a positive semidefinite matrix, A2 ∈ Rµ×µ

symmetric positive semidefinite. Then 0 ≤ Tr(A1A2) ≤ Tr A1 Tr A2. Moreover, if A2 is
symmetric positive definite, then Tr(A1A

−1
2 ) ≤ Tr A1 (Tr A2)

µ−1/ det A2.

Proof. We can write A2 = QΛQT with Q orthogonal and Λ diagonal with Λii ≥ 0,
i = 1, . . . , µ, thus Tr(A1A2) = Tr(A1QΛQT ) = Tr(KΛ), where the matrix K = QTA1Q
is obviously positive semidefinite, which immediately yields Kii ≥ 0, i = 1, . . . , µ. Since
Tr(A1A2)=Tr(KΛ)=

∑µ
i=1KiiΛii, we get 0 ≤ Tr(A1A2)≤ Tr K Tr Λ = Tr A1 Tr A2.

If A2 is symmetric positive definite, all eigenvalues Λii of the matrix A2 satisfy Λii ≥
det A2/(Tr A2)

µ−1, which yields

Tr(A1A
−1
2 )=Tr(A1QΛ−1QT)=Tr(KΛ−1)=

µ∑

i=1

KiiΛ
−1
ii ≤

[
(Tr A2)

µ−1/ det A2

]
Tr A1

in view of
∑µ

i=1Kii =Tr K =Tr A1. 2

Lemma 6.3. Let matrices A1, A2 ∈ Rµ×µ, µ > 0, A2 nonsingular. Then (Tr(A1A
−1
2 ))2 ≤

µ Tr(AT
1A1) (Tr(AT

2A2))
µ−1/(det A2)

2.

Proof. For any A ∈ Rµ×µ we have

(Tr A)2 =
( µ∑

i=1

(1.Aii)
)2 ≤ µ

µ∑

i=1

A2
ii ≤ µ

µ∑

i=1

µ∑

j=1

A2
ij = µ Tr(ATA)

by the Schwarz inequality and the assertion follows from Lemma 6.2 in view of
(
Tr(A1A

−1
2 )

)2 ≤ µ Tr(A−T
2 AT

1A1A
−1
2 ) = µ Tr

(
(AT

1A1)(A
T
2A2)

−1
)
. 2

Lemma 6.4. If A∈Rµ×µ, µ>0, is a positive definite matrix, then det1
2
(A+AT ) ≤ det A.

Proof. We will proceed by induction on µ. The result is true for µ = 1. Let it be
true for all positive definite matrices of some order µ ≥ 1, let u, v ∈ Rµ and the matrix

Ā =
[ A u

vT α

]
be positive definite. Then

∣∣∣ A u
vT α

∣∣∣ =
∣∣∣ A− uvT/α u

0T α

∣∣∣ ,

i.e. det Ā = α det(A−uvT/α), where α > 0 and the matrix A−uvT/α is positive definite
by Lemma 4.1. This also implies

det
1

2
(Ā+ĀT ) = α det

(1

2
(A+AT )− wwT/α

)
, (6.1)

where w = 1
2
(u+v) and the matrix 1

2
(A+AT ) − wwT/α is symmetric positive definite.

Using the induction hypothesis and the identity det(K+ qqT )=(1+ qTK−1q) det K (K a
nonsingular matrix, q a vector), which for K positive definite yields

det(K+ qqT ) ≥ det K, (6.2)
we get

det Ā = α det(A− uvT/α) ≥ α det1
2

(
A−uvT/α+AT−vuT/α

)

= α det
(

1
2
(A+AT )−wwT/α+(u− v)(u− v)T/(4α)

)

≥ α det
(

1
2
(A+AT )−wwT/α

)
= det 1

2
(Ā+ĀT )

and the induction is established with µ + 1 replacing µ. 2
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Lemma 6.5. Let A ∈ Rµ×µ, w ∈ Rµ, µ, δ > 0, the matrix Ā=
[ α w

wT A

]
be symmetric

positive definite and det Ā ≥ δ(Tr Ā)µ+1. Then det A > δ(Tr A)µ.

Proof. The matrices A − wwT/α, A are symmetric positive definite and α > 0 by
Lemma 4.1, thus Tr Ā > α, Tr Ā > Tr A. Using (6.2) and (6.1), we obtain

det A ≥ det(A−wwT/α) = (detĀ)/α > δ(Tr Ā)µ+1/Tr Ā = δ(Tr Ā)µ > δ(Tr A)µ. 2

Theorem 6.1. Let the objective function f satisfy Assumption 6.1. Then Algorithm 1
generates a sequence {gk} that either satisfies lim

k→∞
|gk| = 0 or terminates with gk = 0

for some k.

Proof. Procedure 2 with iD = 0 de facto computes the RL factorization of the ma-

trices 1
2
(ST

[i]Y[i] +Y T
[i]S[i])

∆
= A[i], where L has unit diagonal entries. For mi > 1 (the

number of columns of the matrices S[i], Y[i]) all diagonal entries of R are greater than
εDTr ST

[i]Y[i] = εDTrA[i] in view of step (ii) of Procedure 2 and for mi = 1 the only entry
of R is TrA[i] >εDTrA[i] by εD < 1, thus for i=1, . . . , n and k≥0 by Lemma 6.4 we have

det
(

1

2

(
(ST

[i]Y[i])
−1+(Y T

[i]S[i])
−1

))−1

≥ det ST
[i]Y[i] ≥ det A[i] ≥

(
εDTr A[i]

)mi

. (6.3)

We assume that C[i] = I, i=1, . . . , n, (see Sectin 5) and denote H̄[i] = 1
2
(H[i]+HT

[i]),

B[i] =H−1
[i] , B̄[i] =H̄−1

[i] , B̄k =(1
2
(Hk+HT

k ))−1, B̃k = 1
2
(Bk+BT

k ), i=1, . . . , n+1, k ≥ 0. Since

in all iterations we choose H[1] = ζkI, ζk = bk/|yk|2, i.e. B̄[1] =(|yk|2/bk)I, Lemma 6.1 gives

Tr B̄[1] = (|yk|2/bk) Tr I ≤ NG, det B̄[1] = (|yk|2/bk)
N≥ GN , k ≥ 0. (6.4)

(i) Suppose first that iU =0 (i.e. in the k th iteration we use the block BFGS update
for all blocks ST

[i]Y[i] and set H+ =Hk+1 =H[n+1] with the matrices H[i+1] given by (4.1),
i=1, . . . , n). By Corollary 2.1, Theorem2.3 (b) -(c), (6.3) and Lemma 6.4, (4.1) yields

B̄[i+1] = B̄[i]−B̄[i]S[i](S
T
[i]B̄[i]S[i])

−1ST
[i]B̄[i]+Y[i]A

−1
[i] Y T

[i] , (6.5)

B[i+1] = B̄[i]−B̄[i]S[i](S
T
[i]B̄[i]S[i])

−1ST
[i]B̄[i]+Y[i](Y

T
[i]S[i])

−1Y T
[i] , (6.6)

det B̄[i+1] ≥ det B[i+1] ≥ det
1

2
(B[i+1]+BT

[i+1]) = det B̄[i] det A[i]/ det(ST
[i]B̄[i]S[i]), (6.7)

i = 1, . . . , n, where the matrices ST
[i]B̄[i]S[i] are symmetric positive definite by Theo-

rem2.3 (d), since Algorithm1 generates all blocks ST
[i]Y[i] positive definite by Lemma 4.1

and thus all columns of matrices S[i], Y[i], i=1, . . . , n, are linearly independent.
Relation (6.5), Lemma 6.2, relation (6.3) and Lemma 6.1 give

Tr B̄[i+1]−Tr B̄[i] ≤ Tr(Y T
[i]Y[i]A

−1
[i] ) ≤ Tr Y T

[i]Y[i](TrA[i])
mi−1/(εDTrA[i])

mi

= ε−mi
D Tr Y T

[i]Y[i]/Tr A[i] ≤ ∑
j∈Ii

(|yj|2/bj)/ε
mi
D ≤ mi G/εmi

D ,
(6.8)

i=1, . . . , n. Using (6.4), in view of εD <1 and
∑n

i=1mi =m this yields

Tr B̄[i] ≤ (N+m/εm
D) G

∆
=Θ0, i=1, . . . , n+1, Tr B̄k+1 = Tr B̄[n+1]≤ Θ0, k>0. (6.9)

Since Tr B[n+1]−Tr B̄[n]≤Tr
(
Y T

[n]Y[n](Y
T
[n]S[n])

−1
)

by (6.6), Lemmas 6.1– 6.3 and (6.3) give
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Tr B[n+1]−Tr B̄[n] ≤
√

mnTr (Y T
[n]Y[n])2

[
Tr(ST

[n]S[n]) Tr(Y T
[n]Y[n])

]mn−1/
(εDTrA[n])

mn

≤
√

mn

εmn
D

∑

j∈In

|yj|2
bj

[ ∑

j∈In

|sj|2
bj

∑

j∈In

|yj|2
bj

]mn−1
2 ≤ m

εm
D

(mG)(m2)
m−1

2

(
G

G

)m

,

which by (6.4) and (6.9) yields

Tr Bk+1 = Tr B[n+1]≤Θ0+(m/εm
D)(mG/G)m G

∆
= Θ1 > Θ0, k > 0. (6.10)

Since (det A)1/µ ≤ (1/µ)Tr A for A ∈ Rµ×µ symmetric positive definite, µ > 0, we
have (det(ST

[i]B̄[i]S[i]))
1/mi ≤ Tr (ST

[i]B̄[i]S[i])/mi and relations (6.7) and (6.3), Lemma 6.2,
relation (6.9) and Lemma 6.1 give

(
detB̄[i+1]

det B̄[i]

)1/mi

≥
(det1

2
(B[i+1]+BT

[i+1])

det B̄[i]

)1/mi

≥mi(det A[i])
1/mi

Tr(ST
[i]S[i] B̄[i])

≥ mi(εDTr A[i])

TrST
[i]S[i] .TrB̄[i]

≥ mi εDTr A[i]

Θ0Tr ST
[i]S[i]

= mi εD

Θ0

∑
j∈Ii

bj∑
j∈Ii

|sj|2
≥ mi εD/Θ0∑

j∈Ii
|sj|2/bj

≥ εD G
Θ0

,

(6.11)
i=1, . . . , n. Using (6.4), this yields

det B̄[n] ≥ GN(εD G /Θ0)
m−mn , (6.12)

det B̃k+1 = det
1

2
(B[n+1]+BT

[n+1]) ≥ GN(εD G /Θ0)
m ∆

= Θ2 , k > 0. (6.13)

(ii) Let iU =2 in the k th iteration, i.e. we use the block BFGS update for the blocks
ST

[i]Y[i], i=1, . . . , n−1, (thus also Tr B̄[n] ≤ Θ0 (see (6.9)) and (6.12) hold) and for the block

ST
[n]Y[n] update (4.14) – (4.15) with CP

[n] = I and ŝ = s̈, ŷ = ÿ given by (2.30). Denoting

BP = H−1
P (positive definite by Theorem 2.3 (d)), B̃P = 1

2
(BP +BT

P ), H̄P = 1
2
(HP +HT

P ),

B̄P =H̄−1
P , P̂ = I−(1/ŝTŷ)ŷŝT and AP

[n] =
1
2
((SP

[n])
T Y P

[n]+(Y P
[n])

T SP
[n]), from (4.15) we obtain

BP = B̄[n]−B̄[n]S
P
[n]((S

P
[n])

T B̄[n]S
P
[n])

−1(SP
[n])

T B̄[n]+Y P
[n]((S

P
[n])

T Y P
[n])

−T (Y P
[n])

T, (6.14)

B̄P = B̄[n]−B̄[n]S
P
[n]((S

P
[n])

T B̄[n]S
P
[n])

−1(SP
[n])

T B̄[n]+Y P
[n](A

P
[n])

−1(Y P
[n])

T, (6.15)

det B̃P = det B̄[n] . det AP
[n]/ det((SP

[n])
T B̄[n]S

P
[n]) (6.16)

by Theorem 2.3 and Corollary 2.1. In the same way as (6.9) and (6.13) we get

Tr B̄P ≤ Θ0 < Θ1, Tr B̃P =Tr BP ≤ Θ1, det B̃P ≥ Θ2. (6.17)

Denoting u = BP ŝ/
√

ŝT BP ŝ = BP ŝ/
√

ŝT B̃P ŝ, v = BT
P ŝ/

√
ŝT BP ŝ = BT

P ŝ/
√

ŝT B̃P ŝ, we
obtain

Bk+1 = BP − (1/ŝTBP ŝ)BP ŝŝTBP + (1/ŝTŷ)ŷŷT= BP − uvT + (1/ŝTŷ)ŷŷT, (6.18)

B̃k+1 = B̃P − (1/ŝTB̃P ŝ)B̃P ŝŝT B̃P + (1/ŝTŷ)ŷŷT + (1/4)(u−v)(u−v)T , (6.19)

B̄k+1 = ((1/ŝTŷ)ŝŝT+P̂ TH̄P P̂ )−1 = B̄P − (1/ŝTB̄P ŝ)B̄P ŝŝTB̄P + (1/ŝTŷ)ŷŷT, (6.20)

by (4.14), Theorem 2.3 and relations 2(uvT + vuT ) = (u + v)(u + v)T − (u − v)(u − v)T

and 1
2
(u + v) = (1/ŝTB̃P ŝ)B̃P ŝ. Setting ū = B̄

−1/2
P u, v̄ = B̄

−1/2
P v, we get
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−2 uTv ≤ |u|2 + |v|2 = ūT B̄P ū + v̄T B̄P v̄ ≤ 2Tr B̄P ≤ 2Θ0 (6.21)

by ūT ū = uT H̄P u = uT HP u = 1 = v̄T v̄ and (6.17). Using (6.2) with q = 1
2
(u − v),

K = B̃P − (1/ŝTB̃P ŝ)B̃P ŝŝTB̃P + (1/ŝTŷ)ŷŷT , (6.19) and Theorem 2.3, we obtain

det B̃k+1 ≥ det K = (det B̃P ) ŝTŷ/ŝTB̃P ŝ. (6.22)

From ŷ= P̄ y, ŝ= P̄ Ts, where P̄ =I−(1/b−) y−sT
−, we have

|ŷ|≤‖P̄‖ |y|= |y|(|s−| |y−|/b−)≤|y|
√

G/G , |ŝ|≤‖P̄ T‖ |s|≤|s|
√

G/G (6.23)

by Lemma 6.1. Further, by Theorem 2.5 we have ŝTŷ = sTŷ = b− sTy− sT
−y/b− . Applying

Lemma 6.5 repeatedly mn−2 times to the inequality det A[n]≥εmn
D (Tr A[n])

mn (see (6.3)),
we get det 1

2
([s−, s]T [y−, y]+[y−, y]T [s−, s]) > εmn

D (b−+b)2. Using Lemma 6.4, this yields

ŝTŷ=
1

b−

∣∣∣∣
b− sT

−y
sTy− b

∣∣∣∣≥
1

b−

∣∣∣∣
b− (sT

−y+sTy−)/2
(sT
−y+sTy−)/2 b

∣∣∣∣>εmn
D

(b−+b)2

b−
>εm

Db. (6.24)

Since the matrix B̃P is symmetric positive definite, from (6.17) – (6.24) we obtain

Tr Bk+1 =Tr BP−uTv+
|ŷ|2
ŝTŷ

<2Θ1+
|y|2 G

εm
D bG

≤2Θ1+
G

2

εm
DG

∆
=Θ3, Tr B̄k+1 <Θ3, (6.25)

det B̃k+1≥(det B̃P)
ŝTŝ

ŝTB̃P ŝ

ŝTŷ

ŝTŝ
>

Θ2

Θ1

εm
D b

|s|2(G/G)
≥ Θ2

εm
DG2

Θ1G
∆
= Θ4, (6.26)

k > 0, with Θ3 >Θ1 and Θ4 <Θ2, by Lemma 6.1, (6.13), εD <1, G ≤G and (6.9) – (6.10).

(iii) The lowest eigenvalue λ(B̃k) of B̃k satisfies λ(B̃k) ≥ det B̃k/(Tr Bk)
N−1 by Tr B̃k =

Tr Bk, k≥0. Setting qk = H̄
1/2
k gk, from (6.9) – (6.10), (6.13) and (6.25) – (6.26) we get

(sT
kgk)

2

|sk|2|gk|2 =
sT

kBksk

sT
ksk

gT
kHkgk

gT
kgk

=
sT

kB̃ksk

sT
ksk

qT
kqk

qT
kB̄kqk

≥ det B̃k

(Tr Bk)N−1

1

Tr B̄k

>
Θ4

ΘN
3

(6.27)

by gT
kHkgk = gT

kH̄kgk, k > 1, which implies lim
k→∞

|gk| = 0, see Theorem 3.2 in [15] and

relations (3.17) – (3.18) ibid. 2

One can show in the same way as in [8] that the inequality (6.27), the line search con-
ditions (1.1) and Assumption 6.1 imply that the sequence {xk} is R-linearly convergent.

7 Numerical experiments

In this section, we compare our results with the results obtained by the L-BFGS method,
see [8], [14], by the BNS method [1] and by our best limited-memory methods based on
vector corrections, see [17]–[18]. All methods are implemented in the optimization soft-
ware system UFO [13], which can be downloaded from www.cs.cas.cz/luksan/ufo.html.
We use the following collections of test problems (several problems from the both collec-
tions were excluded from our numerical experiments, since they were not solved by any
limited-memory variable metric method):
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• Test 11 – 55 chosen problems from [11] (computed repeatedly ten times for a better
comparison), which are problems from the CUTE collection [2], some of them mod-
ified; used N are given in Table 1, where the modified problems are marked with ’*’,

• Test 25 – 68 chosen problems from [10], which are sparse test problems for uncon-
strained optimization, contained in the system UFO, N =10000.

The source texts and the reports corresponding to these test collections can be down-
loaded from the web page www.cs.cas.cz/luksan/test.html.

Problem N Problem N Problem N Problem N
ARWHEAD 5000 DIXMAANI 3000 EXTROSNB 1000 NONDIA 5000
BDQRTIC 5000 DIXMAANJ 3000 FLETCBV3* 1000 NONDQUAR 5000
BROYDN7D 2000 DIXMAANK 3000 FLETCBV2 1000 PENALTY3 1000
BRYBND 5000 DIXMAANL 3000 FLETCHCR 1000 POWELLSG 5000
CHAINWOO 1000 DIXMAANM 3000 FMINSRF2 5625 SCHMVETT 5000
COSINE 5000 DIXMAANN 3000 FREUROTH 5000 SINQUAD 5000
CRAGGLVY 5000 DIXMAANO 3000 GENHUMPS 1000 SPARSINE 1000
CURLY10 1000 DIXMAANP 3000 GENROSE 1000 SPARSQUR 1000
CURLY20 1000 DQRTIC 5000 INDEF* 1000 SPMSRTLS 4999
CURLY30 1000 EDENSCH 5000 LIARWHD 5000 SROSENBR 5000
DIXMAANE 3000 EG2 1000 MOREBV* 5000 TOINTGSS 5000
DIXMAANF 3000 ENGVAL1 5000 NCB20* 1010 TQUARTIC* 5000
DIXMAANG 3000 CHNROSNB* 1000 NCB20B* 1000 WOODS 4000
DIXMAANH 3000 ERRINROS* 1000 NONCVXU2 1000

Table 1: Dimensions for Test 11 – the modified CUTE collection.

We have used m̂= 5, δ1= 10−2, δ2 = 10−1, δ3 = 10−13, δ4 = 10−10, δ5 = 10−3, δ6 = 0.5,
εD=10−6, ε1=10−4, ε2 = 0.8 and the final precision ‖g(x?)‖∞ ≤ 10−6.

Table 2 contains the total number of function and also gradient evaluations (NFV)
and the total computational time in seconds (Time).

Test 11 Test 25
Method NFV Time NFV Time

L-BFGS 80539 13.941 501651 574.59
BNS 78704 14.344 517186 661.66

Alg. 4.1 in [17] 64395 13.038 319565 420.00
Alg. 4.2 in [18], n=4 63987 13.063 309650 415.27

Algorithm 1 65228 12.211 371830 468.19

Table 2: Comparison of the selected methods.

For a better demonstration of both the efficiency and the reliability, we compare
selected optimization methods by using performance profiles introduced in [4]. The per-
formance profile ρM(τ) is defined by the formula

ρM(τ) =
number of problems where log2(τP,M) ≤ τ

total number of problems
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with τ ≥ 0, where τP,M is the performance ratio of the number of function evaluations
(or the time) required to solve problem P by method M to the lowest number of function
evaluations (or the time) required to solve problem P . The ratio τP,M is set to infinity
(or some large number) if method M fails to solve problem P .

The value of ρM(τ) at τ = 0 gives the percentage of test problems for which the
method M is the best and the value for τ large enough is the percentage of test problems
that method M can solve. The relative efficiency and reliability of each method can
be directly seen from the performance profiles: the higher is the particular curve, the
better is the corresponding method. Figures 1–4, based on results in Table 2, reveal the
performance profiles for tested methods graphically.
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Figure 7.1: Comparison of ρM(τ) for Test 11 and various methods for NFV and TIME.

Figures 1–2 demonstrate the efficiency of our method in comparison with the BNS
and the L-BFGS methods and from Figures 3–4 we can see that the numerical results for
the new method and the results for our methods [18], [17] are comparable.
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Figure 7.2: Comparison of ρM(τ) for Test 25 and various methods for NFV and TIME.

8 Conclusions
In this contribution, we derive a block version of the BFGS variable metric update formula
for general functions and show some its positive properties and similarities to approaches
based on vector corrections ([18], [17]).

In spite of the fact that this formula does not guarantee that the corresponding direc-
tion vectors are descent, we propose the block BNS method for large scale unconstrained
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Figure 7.3: Comparison of ρM(τ) for Test 11 and various methods for NFV and TIME.
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Figure 7.4: Comparison of ρM(τ) for Test 25 and various methods for NFV and TIME.

optimization, which utilizes the advantageous properties of the block BFGS update and
is globally convergent.

Numerical results indicate that the block approach can improve unconstrained large-
scale minimization results significantly compared with the frequently used L-BFGS and
BNS methods.
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[10] Lukšan, L., Matonoha, C., Vlček, J.: Sparse Test Problems for Unconstrained Op-
timization, Report V-1064, Prague, ICS AS CR (2010)
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