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Abstract:

In this report, we propose a primal interior-point method for large sparse minimax optimization.
After a short introduction, where various barrier functions are discussed, the complete algorithm
is introduced and important implementation details are given. We prove that this algorithm is
globally convergent under standard mild assumptions. Thus the large sparse nonconvex mini-
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experiments given in this report confirm efficiency and robustness of the proposed method.

Keywords:
Unconstrained optimization, large-scale optimization, nonsmooth optimization, minimax
optimization, interior-point methods, modified Newton methods, computational experiments.

!This work was supported by the Grant Agency of the Czech Academy of Sciences, project code
TAA1030405, and the institutional research plan No. AV0Z10300504. L.Luksan is also from the Technical
University of Liberec, Hélkova 6, 461 17 Liberec.



1 Introduction

Consider the minimax problem: Minimize function

F(z) = max fi(z), (1)
where f; : R — R, 1 < i < m, are smooth functions satisfying the following two assump-
tions:

Assumption 1. Functions f;(x), 1 <i < m, are bounded from below on R", i.e., there is
F € R such that fj(x) > F, 1 <i<m, for all x € R".

Assumption 2. Functions f;(z), 1 <i < m, are twice continuously differentiable on the
convex hull of the level set L(F) = {x € R" : F(z) < F} for a sufficiently large upper
bound F and they have bounded the first and second-order derivatives on convL(F), i.e.,
constants g and G exist such that ||V f;(z)|| <7 and ||V2f;(z)|| < G for all 1 <i < m and
x € convL(F).

In this report, we assume that problem (1) is partially separable, which means that func-
tions f;(x), 1 < i < m, depend on a small number of variables (n;, say, with n; = O(1),
1 <i<m).

Minimization of F' is equivalent to the nonlinear programming problem with n + 1
variables x € R", z € R:

minimize z subject to fi(z) <z, 1<i<m. (2)

The necessary first-order (KKT) conditions for a solution of (2) have the form
Zu,sz(x) =0, Zuz =1, w; >0, z—fi(x)>0, wu(z— fi(x)) =0, (3)
i=1 i=1

where u;, 1 <i < m, are Lagrange multipliers. Problem (2) can be solved by an arbitrary
nonlinear programming method utilizing sparsity (sequential linear programming [5], [11];
sequential quadratic programming [7], [10]; interior-point [14], [21]; nonsmooth equation
6], [15]). In this report, we introduce a feasible primal interior-point method that utilizes
a special structure of the minimax problem (1). The constrained problem (2) is replaced
by a sequence of unconstrained problems

minimize B(z, z;p) =2+ p Y o(z — f;(2)), (4)
i=1
where ¢ : (0,00) — R is a barrier function, z > F(x) and 0 < g < T (we assume that
i — 0 monotonically). In connection with barrier functions, we will consider the following
conditions.

Condition 1. ¢(t), t € (0,00), is a twice continuously differentiable function such that
©(t) is decreasing, strictly convex, with lim; o p(f) = oo and ¢/(t) is increasing, strictly
concave, with lim;_, ¢/(¢) = 0.



Condition 2. ¢(t), t € (0,00), has a negative third-order derivative and ¢'(t)"”(t) >
¢ (t)* for t > 0.

Condition 3. ¢(t), t € (0,00), is a positive function.

Condition 1 is essential, we assume its validity for every barrier functions. Condition 2
serves for the estimation of norms of the Hessian matrices. Condition 3 is useful for
investigation of the global convergence.

The most known and frequently used logarithmic barrier function

p(t) =logt™ = —logt, (5)

satisfies Condition 1 and Condition 2, but does not satisfy Condition 3, since it is non-
positive for ¢ > 1. Therefore, additional barrier functions have been studied. In [1],
a truncated logarithmic barrier function is considered such that ¢(t) is given by (5) for
t < 7and p(t) = a/t? + b/t + ¢ for t > T, where a, b, ¢ are chosen in such a way that
©(t) is twice continuously differentiable in (0, cc), which implies that a = —72/2, b = 27,
¢ = —logT —3/2. Choosing 7 =7 where T = exp(—3/2) one has lim;_,, ¢(t) = ¢ = 0 and
Condition 3 is satisfied. In this report we consider four particular barrier functions, which
are introduced in Table 1 together with their derivatives.

() (1) (1)
B1 —logt —1/t 1/t?
B2 —logt —1/t 1/t2 t<7T
Tt —T2/(2%) | =27/ + TP/ | AT/ =37 tY | t>T
B3| log(t'+41) —1/(tt+1)) | (2t +1)/(t(t + 1))
B4 1/t —1/t 2/t

Table 1: Barrier functions (7 = exp(—3/2)).

All these barrier functions satisfy Condition 1, functions B1, B3, B4 satisfy Condition 2
and functions B2, B3, B4 satisfy Condition 3. Validity of Condition 2 can be easily proved
by using Table 1. For example, considering B3 we can write

32+ 3t+1

") = —2————— <0
#(1) B30t + 1)3

and
2 2 2
¢ 090 0 = 2t - T~ T R s
(t+1) tH(t+1) tH(t+1)

for t € (0,00). Note that our theory refers to all barrier functions satisfying Condition 1
(not only B1-B4).

A primal interior-point method investigated in this report is based on line search min-
imization of a special barrier function derived from the minimax problem structure. Ap-

proximation of the Hessian matrix of this barrier function is obtained by either gradient




differences (Newton’s method, NM) or partitioned variable metric updates (variable metric
method, VM). A special restart scheme is developed to guarantee the convergence in the
NM case. Furthermore, a great attention to the barrier parameter update is devoted. The
resulting algorithm whose efficiency is confirmed by extensive computational experiments
is described in detail.

The report is organized as follows. In Section 2, we introduce a primal interior-point
method (i.e. interior point method that uses explicitly computed approximations of La-
grange multipliers instead of their updates) and describe the corresponding algorithm. Sec-
tion 3 contains more details concerning this algorithm such as a restart strategy, numerical
differentiation, variable metric updates, and a barrier parameter decrease. In Section 4
we study theoretical properties of the primal interior-point method and prove that this
method is globally convergent if Assumption 1 and Assumption 2 hold. Section 5 contains
a short description of a smoothing method SM described in [20] and [22] (and in other
papers quoted therein), which is used for a comparison. Finally, in Section 6 we present
results of computational experiments confirming the efficiency of the proposed method.
Besides the SM method, we have used a primal-dual interior point method IP proposed in
[14] and a nonsmooth equation method NE described in [15] for a comparison. The last
two methods, intended for solving general nonlinear programming problems, were applied
to the equivalent problem (2).

2 Description of the method

Differentiating B(z, z; 1) given by (4), we obtain necessary conditions for a minimum in

the form .

PY P S VA =0, 1+p3 g~ @) =0 (6)

i=1
where ¢'(z — fi(z)) < 0 for all 1 < i < m. Denoting ¢;(z) = Vfi(zx), 1 < i < m,
A(l‘) = [gl(‘r)7 s 7gm(‘r)] and

fi(w) —pn ' (z = fi(x)) 1
flx)y=1 ... |, wulx,z;u)= ,oe= ..., (7)
fm () —p @' (z = fn(2)) 1
we can write (6) in the form
g(z, 2 ) = Ax)u(z, z;1) = 0, ~(z,250) = 1 — el u(x, 25 1) = 0. (8)

These nonlinear equations can be solved by the Newton method. For this purpose, we need
second-order derivatives of B(z,z; ). One has

Ox ;

QAlulw, zip) - _ f;w,z;mai(w)+u§:1so"<z—ﬁ(z))gi(x)g;f(x)
= G,z p) + A@)V (2, 2 p) AT (),

=



8A(x)1g(;‘, ZH) _’uf:l(pu(z — fi(2)) gi(z) = —A@)V (z, z: e,
8(1—681;(% Z;,“/)) _ —Mi@//(z_fz(x))g?($> _ —eTV(x, Z;,U)AT(.T),
8(1 —e auz(x, <3 ,U/)) _ ui(p//(z B fz(x>) _ GTV(JL', 2 ,u)e,

where G;(x) = V2f;(z), 1 <i <m, G(z,z; 1) = 7 ui(z, 2; 1) Gi(x), and

V(w, 2 1) = pdiag(e”(z — fi(x)),...,¢"(z = fm(2))).

Using these expressions, we obtain a set of linear equations corresponding to a step of the
Newton method

[G(a:, zip) + A(x)V (z, z; p) AT (z) —A(x)V(x,z;u)e] [Aw] _
—eT'V(z, z; u) AT () el Vi(x, z;p)e Az

or equivalently

([G(l“,ozsu) 8]+

A(xT)

vt ) (3] =~ [#0]. o

Note that matrix V' (x, z; u) is positive definite since ¢ (t) > 0 for t € (0, 0c0) by Condition 1.
Increments Az and Az determined from (9) can be used for obtaining new quantities

=2+ alzr, 2t =24 alz,

where a > 0 is a suitable step-size, which is a standard way for solving general nonlinear
programming problems. For special nonlinear programming problem (2), the structure of
B(z, z; ) allows us to obtain a minimizer z(z; u) € R of the function B(z, z; 1) for a given
r € R

Lemma 1. Let Condition 1 be satisfied. Then function B(x,z;p) : (F(x),00) — R (with
x fized) has a unique stationary point, which is its global minimizer. This stationary point
18 characterized by the equation

elu(z, z;p) =1 (11)
Solution z(x; 1) of this equation satisfies inequalities

F(a) + t(p) = (s p) < 225 p) < Z(w;p) = Fa) + ), (12)

where values 0 < t(pu) < #(u), independent of x, can be obtained as unique solutions of
equations

L+ pe'(t(n) =0,  1+mpug'(t(p) =0. (13)
Moreover
eTu(a, z2(z; p); p) < 1< elula, 2(a; p); p). (14)



Proof. Denote B(z) = B(z, z; u). Function B(2) : (F(z),00) — R is convex in (F(x), c0),
since it is a sum of convex functions. Thus if a stationary point of B (2) exists, it is its
unique global minimizer. Since ¢'(2(x; p) — fi(z)) < 0 and ¢"(2(x; p) — fi(x)) > 0 for all
1 <1+ < m by Condition 1, we can write

o () — Fz) > f:lso’(Z(x; W~ fi) = f:lso’(Z(fv; w) — F(z))

= my'(z(x;p) — F(x)). (15)

Thus if we choose z(x;u) = F(z) 4+ t(un), Z(x;pu) = F(x) + t(p) in such a way that (13)
hold, we obtain inequalities

Lo 3w el — fie) <0 < 143 (2w ) — i), (16

i=1

which are equivalent to (14). Inequalities (14) imply that the solution z(x;u) of (11)
(the stationary point of B(z)) exists. Since function ¢'(t) is increasing, we obtain F(z) <
z(x;p) < z(x; ) < Z(x; p). The above considerations are correct, since continuous function
¢'(t) maps (0,00) onto (—oo, 0), which implies that equations (13) have unique solutions.
O

Corollary 1. Bounds t(p) and t(p) for t(z; p) = z(z; u) — F(x), corresponding to barrier
functions B1, B3 and B4, are given in Table 2. For barrier function B2, we can use bounds
t(p) = min(p,7) and t(p) < mp.

tp) = z(xip) — F(x) | Hp) =Z(;p) — F(z)
B1 mp

M
B3| 2u/(1+T+4p) | 2mu/(1+ 1+ 4dmpu)
B Ji i

Table 2: Bounds for ¢(z; pu) = z(x; u) — F(x).

Proof. (a) Consider the logarithmic barrier function B1. Then ¢'(t) = —1/t, which
together with (13) gives t(u) = p and t(p) = mpu.

(b) Consider the barrier function B2. Since ¢'(t) = —1/t for ¢t <7 and

1 72 2F 1 1 1
/ 2 — | =2 =\2
Sp(t)jL? <t_3_t_2+¥> t_3(t —amt+T) t_S(t_T) =0

for t > 7, we can conclude that ¢'(t) of B2 is not less than ¢'(¢) of B1, which implies that
myu, the upper bound of B1, is also the upper bound of B2. Since ¢'(t) of B2 is equal to

¢ (t) of Bl for t <7, we can set t(u) = p if p < 7. At the same time, T is a suitable lower
bound of B2 if u > 7.



(c) Consider the barrier function B3. Then ¢'(t) = —1/(¢* + t) which together with (13)
gives pu/(t(u)? + t(p)) = 1. Thus t(u) is a positive solution of the quadratic equation
t2 +t — = 0 which can be written in the form

VIFan—1 24
2 1+ T4

The upper bound can be obtained by the same way.
(d) Consider the barrier function B4. Then ¢/(t) = —1/t* which together with (13) gives

t(p) = /i and t(p) = \/mp. O

Solution z(x; u) of nonlinear equation (11) can be obtained by efficient methods pro-
posed in [12], [13], which use localization inequalities (14). Therefore, we can assume
z = z(x; pu) with a sufficient precision, which implies that the last elements of the right-
hand sides in (9) — (10) are negligible. Assuming z = z(x; 1), we denote

t(p) =

B(x; p) = Bz, 2(x; p); p) = 2(z; 1) + ui o(2(w; ) — filw)), (17)

i=1
u(zsp) = u(z, z(z;p); 1), Vieyp) = Viz,z(z;p);p) and Glz;p) = Gz, z(z;p);p). In
this case, barrier function B(z;pu) depends only on x. In order to obtain a minimizer
(z,2) € R"! of B(z, z; ), it suffices to minimize B(z;u) over R™.
Lemma 2. Consider barrier function (17). Then
VB(z; p) = A(z)u(z; 1) (18)
and

A(x)V (; p)ee” V (w; 1) AT (x)

2 c) — . . T —
V2B(x; ) = Gl ) + A()V (: ) A7 (1) Ty (19)
Solution Ax of the Newton equation
V2B(x; p)Ax = —V B(x; ) (20)

is equal to the corresponding vector obtained by solving (9) with z = z(x; w).

Proof. Differentiating B(x; i), we obtain

VBip) = Velasp)+n> @ (o5 0) — fi(0) (Vala: i) — gi(x))

i=1

= Vz(z;p) (1 + uf: @' (2(z; ) — fi(fv))> - ui ¢ (2(z; p) — fi(x)) gaw)

i=1

= —u i ¢ (2(x; 1) — fil@)) gi(x) = A(@)u(z; p)

6



since .
1—elu(w;p) =1+ pd ¢(2(z;n) — fi(x)) = 0.
i=1

Differentiating the last equality, one has

ufjlso%z(x; W) — Fi(@)) (Ve 1) — gile)) = 0,
which gives
v - A
Thus
V2B(x;p) = iui(ﬂr; 1) Gi(x) + p i @ (2(x; ) — fi(x)) (gi(x) — Va(z; 1)) g] (x)

A(2)V (z; u)eeTV (z; u) AT ()
eV (z; p)e '

= G;p) + A()V (2 ) A" () —

Using the second equation of (9) with e’ u(z; ) = 1, we obtain

A = E V@ p) AT ()

A
etV (x;p)e .

which after substituting into the first equation gives

A(x)V (; p)ee”V (w; 1) AT ()
eTVi(x;p)e

(G@c; W)+ AV (s ) AT () — ) Aw = — Ala)ula; ).

This is exactly equation (20). O

Note that we use (9) rather than (20) for a direction determination since nonlinear
equation (11) is solved with precision § and, therefore, in general 1 — e’ u(z; ) differs from
Zero.

Lemma 3. Let Az solve (20) (or (9) with z = z(x;pn)). If matriz G(x;p) is positive
definite, then (Ax)TV B(z; ) < 0 (direction vector Ax is descent for B(z;p)).

Proof. Equation (20) implies
(A2)'V2B(z; p) Az = —(Az)' VB(x; ).

Thus (Az)TVB(z; 1) < 0 if V2B(x; p) is positive definite. But

VIVEB(zphv = v Gl p)v + <UTA(ZE)V(ZE;M)AT(ZE)U _ fﬁ/)gfz)?e) )

> vl G(x;p)v



for an arbitrary v € R" by (19) and by the Schwarz inequality (since V'(x; u) is positive
definite). Thus (Az)TVB(z;u) < 0 if G(z; ) is positive definite. 0

Consider the logarithmic barrier function B1. Then
Lo
Vi(z;p) = ;U (@3 ),

where U(z; p) = diag(u(z; p)1, - . ., w(x; 1) 1m), which implies that |V (z; p)|| — oo as p — 0.
Thus V2B(z; 1) can be ill-conditioned for y small enough (see (19)). For this reason, it is
necessary to use a lower bound p for ;1 (more details are given in Section 3). The following
lemma gives upper bounds for ||[V?B(x; u)|| if Condition 2 holds.

Lemma 4. Let Assumption 2, Condition 1 and Condition 2 be satisfied. If p > p > 0,
then
IV2B(z; p) || < m(G + IV (2 p)ll) < m(G +3°V),

where V = p” (t(p)).
Proof. Using (19) and Assumption 4, we obtain

IV B p)]| < HG 7 +A<x>v<x-u>AT<x>H

ZV ;1) gi(2) g (x)

=1

< (2, 1)G

< mG+mg 1V (; )
Since V' (x; ) is diagonal and f;(z) < F(z) for all 1 <+ < m, one has

|V (z; )| = pp” (2(2; 1) — Fx)) < pep” (E(p)).

Now we prove that up”(¢(p)) is a non-increasing function of p, which implies that pe” (t(u)) <
pe” (t(p)). Differentiating (13) by p, we obtain

¢ (L))

1 ()~ b ()

@' (t(p) + pp" ()t () =0 = t'(n) =—

where /(1) is a derivative of ¢(y) by p. Thus, using Condition 2 and the fact that ¢”(t(x)) >
0, we can write

d(“""d—ij(“)” = (8(0) + " () () = ¢ (2()) — so"'@(u))%

Corollary 2. If p is sufficiently small, we can use bounds V = H_l for B1 and B2,
V =2u7" for BS and V = 2u~/? for Bj.



Proof. We use expressions for ¢”(t) given in Table 1 and bounds for ¢(x) proposed in
Corollary 1.

(a) Consider barrier function B1. In this case ue” (t(u)) = pe (u) = p=t.
<

(b) Consider barrier function B2. If y < 7, then ()
can use the previous bound.

7. Thus B2 is equal to B1 and we

(c) Consider barrier function B3. Assuming u < 3/4, we can write

Vi _ 2t(ﬂ)+1 _l m_l g
Aw(ﬂm>_u@@?+¢mﬁ2_u<l+2 2 )SM’

since t(p)? + t(p) = p (see proof of Corollary 1).

(d) Consider barrier function B4. In this case pue”(t(p)) = pe” (u'/?) = 2u/p/* = 2u=1/2.
O

As we can deduce from Corollary 1 and Corollary 2, properties of barrier function B4
depend on p'/? instead of p. For this reason, we have used p? instead of p in barrier
function B4 in our computational experiments.

Now we return to the direction determination. To simplify the notation, we write
equation (9) in the form

o a5 -] )
where H =G+ A(x)V(z,z;)AT(z), G =G(z,2p), (23)

and a = A(x)V (z, z; e, a = TV (z, z; p)e, g = A(x)ul(x, z; 1), v = 1 —elu(x, z; p). Since
H —a]_l H' - H'a(a"H'a —a) 'a"H' —H'a(a"H 'a — a)™!

—al  « - —(a"H 'a —a) e H! —(a"H 'a — a)™! ’

we can write

ey IO L T

where
0= (aTHfla — oz)*l(aTHflg + 7).

Matrix H is sparse if A(x) has sparse columns. If H is not positive definite, it is advan-
tageous to change it before a computation of the direction vector. Thus we use the sparse

Gill-Murray decomposition
H+E=LDL", (25)

where E is a positive semidefinite diagonal matrix that assures positive definiteness of
LDLT. Using the Gill-Murray decomposition, we solve two equations

LDLYc¢=a, LDL™w=g (26)



and set
alv + y
alec—a’

§= d=dc—w. (27)

In (23), we assume that G = G(z, z; u), where G(z, z; u) is either given analytically
or determined by using automatic differentiation, see [9]. In practical computations, G is
frequently an approximation of G(x, z; ) obtained by using either gradient differences or
variable metric updates. In the first case, G is computed by differences A(z 4+ dv;)u(x; ) —
A(z)u(z; p) for a suitable set of vectors v;, j = 1,2,...,n, where n < n if G is sparse.
Determination of vectors v;, j = 1,2,...,n, is equivalent to a graph coloring problem, see
[3]. The corresponding code is proposed in [2]. In the second case, G is defined by the

expression
m

G =73 uz;pn)Gi, (28)
i=1
where approximations G; of V2 f;(z) are computed by using variable metric updates de-
scribed in [8]. More details are given in the next section.
Now we are in a position to describe the basic algorithm, in which the direction vector
is modified in such a way that

—g"d = eollglllldll, cllgll < lldll < @llgll, (29)

where £g, ¢, ¢ are suitable constants.

Algorithm 1.

Data: Termination parameter £ > 0, precision for the nonlinear equation solver
0 > 0, bounds for the barrier parameter 0 < p < T, rate of the barrier
parameter decrease 0 < A < 1, restart parameters 0 < ¢ < ¢ and ¢y > 0,
line search parameter ; > 0, rate of the step-size decrease 0 < 3 < 1, step
bound A > 0.

Input: Sparsity pattern of matrix A(x). Initial estimation of vector .

Step 1: [nitiation. Set p = f. Determine the sparsity pattern of matrix H(z) from
the sparsity pattern of matrix A(x). Carry out a symbolic decomposition of
H(z). Compute values f;(x), 1 <i < m, and F(z) = maxj<;<m, fi(x). Set
k := 0 (iteration count) and r := 0 (restart indicator).

Step 2: Termination. Solve nonlinear equation (11) with a precision d to obtain value
z(x; ) and vector u(x; p) = u(z, z(x; p); p). Compute matrix A := A(z) and
vector g := g(z; ) = A(x)u(a; p). If p < pand ||g|| < g, then terminate the
computation. Otherwise set k := k + 1.

Step 3: Approzimation of the Hessian matriz. Set G = G(x;pu) or compute an
approximation G of the Hessian matrix G(z;u) by using either gradient
differences or variable metric updates.

Step 4: Direction determination. Determine matrix H by (23). Determine vector d
from (26)-(27) by using the Gill-Murray decomposition (25) of matrix H.

10



Step 5: Restart. If r = 0 and (29) does not hold, choose a positive definite diagonal
matrix D by formula (32) introduced in Section 3, set G := D, r := 1 and
go to Step 4. If r =1 and (29) does not hold, set d := —g (steepest descent
direction) and r := 0.

Step 6: Step-length selection. Define maximum step-length @ = min(1, A/||d||).
Find a minimum integer [ > 0 such that B(z+8'ad; u) < B(x; u)+e18lagtd
(note that nonlinear equation (11) has to be solved at all points = + /@,
0<j<I). Set x:=z+ pad. Compute values fi(x), 1 < i < m, and
F(l‘) = MaxXi<i<m fz(l')

Step 7: Barrier parameter update. Determine a new value of the barrier parameter
p > p (not greater than the current one) by one of the procedures described
in Section 3. Go to Step 2.

The above algorithm requires several notes. The restart strategy in Step 5 implies that
the direction vector d is uniformly descent and gradient-related (see (29)). Since function
B(x; ) is smooth, the line search utilized in Step 6 always finds a step size satisfying the
Armijo condition B(x + ad; u) < B(x;u) + e1ag’d. The use of the maximum step-length
A has no theoretical significance but is very useful for practical computations. First, the
problem functions can sometimes be evaluated only in a relatively small region (if they
contain exponentials) so the maximum step-length is necessary. Secondly, the problem can
be very ill-conditioned far from the solution point, thus large steps are unsuitable. Finally,
if the problem has more local solutions, a suitably chosen maximum step-length can cause a
better local solution to be reached. Therefore, the maximum step-length A is a parameter,
which is most frequently tuned.

An important part of Algorithm 1 is the barrier parameter update. There are several
influences that should be taken into account, which make updating procedures rather
complicated. More details are given in Section 3.

Finally, note that the proposed interior-point method is very similar algorithmically
(but not theoretically) to the smoothing method described in [20] and [22]. Thus Algo-
rithm 1 can be easily adapted to an algorithm implementing the smoothing method (see
Section 5). These methods are compared in Section 6.

3 Implementation details

In Section 2, we have proved (Lemma 3) that direction vector d obtained by solving equation
(22) is descent for VB(z; ) if matrix G(x; ) is positive definite. Unfortunately, positive
definiteness of this matrix is not assured in general. A similar problem appears in a
connection with the Newton method for smooth unconstrained optimization. Therefore,
trust-region methods were developed for this reason. We have tested several trust-region
methods, but the line-search approach with suitable restarts turns to be more efficient.
In this case, matrix G ~ G(x;u) is replaced by a positive definite diagonal matrix D =
diag(D;;) if (29) (with g = g(x; ) = A(z)u(z; 1)) does not hold. Thus the Hessian matrix
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V2B(x; u) is replaced by the matrix

A)V (w; plee’ V(w; p) AT (x)
eVi(z;pe

B =D+ A(z)V (z; p) AT () — (30)

(see (19)). Let 0 < D < D;; < D for all 1 < i < n. Then the minimum eigenvalue of
B is not less than D (see proof of Lemma 3) and, using the same way as in the proof of
Lemma 4, we can write

IB|| < | D + A@)V (2: ) A" (2)|| < D+ mg®|V (w; )| <D+ mg?V,  (31)

where bounds V for individual barrier functions are given by Corollary 2 (procedure used
in Step 7 of Algorithm 1 assures that p > p). Using (31), we can write

k(B) < (D +mg’V)/D

If d solves equation Bd + g = 0, then (29) hold with ¢y < 1/k(B), ¢ < D and ¢ > Dk(DB)
(see [4]). If these inequalities are not satisfied, the case when (29) does not hold can appear.
In this case we simply set d = —g (this situation appears rarely when ¢y, ¢ and 1/¢ are
sufficiently small).

The choice of matrix D in restarts strongly affects the efficiency of Algorithm 1 for
problems with indefinite Hessian matrices (if G = G(z; p) or G is computed by numerical
differentiation). We have tested various possibilities including the simple choice D = I,
which proved to be unsuitable. The best results were obtained by the heuristic procedure
proposed in [19] for equality constrained optimization and used in [14] in a connection with
interior-point methods for nonlinear programming. This procedure uses formulas

D;, =D, it HgH\Hn"<Qa

10
D;; = M’Hﬁ‘, it D< M’Hu’ <D, (32)
10 10
— . = gl
Dy =D, if D < =—|H,

where D = 0.005, D = 500.0 and H is given by (23).

Lemma 5. Direction vectors di, k € N, generated by Algorithm 1 are uniformly descent
and gradient-related ((29) hold for all k € N). If Assumption 1, Assumption 2, and
Condition 1 hold, then the Armijo line search (Step 6 of Algorithm 1) assures that a
constant c exists such that

B(ags; ) — Blaws ) < —cllgos p)|I> Yk € N. (33)
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Proof. Inequalities (29) are obvious (they are assured by the restart strategy) and in-
equality (33) is proved, e.g., in [4] (note that VB(x; ux) = g(x; px) by Lemma 2). O

Matrix GG appearing in Step 3 of Algorithm 1 can be computed by using partitioned
variable metric updates described in [8]. This way assures that matrix G is positive definite
so restarts are unnecessary. In our implementation, we use safeguarded scaled BFGS
updates. In this case, G is given by (28). Let R C R", 1 < i < m, be subspaces
defined by independent variables of functions f; and Z; € R"*™ be matrices whose columns
form canonical orthonormal bases in these subspaces (they are columns of the unit matrix
of order n). Then we can define reduced approximations of the Hessian matrices G; =
ZIG:Z;; 1 < i < m. New reduced approximations of the Hessian matrices, used in the
next iteration, are computed by the formulas

~ 1 (- Gi5slG iy}
GJr = — <G’L — SZ ) + %Tyi 5 g?@l > O,

1

where
S = Zz'T(er —x), Y= ZiT(vfi(33+) —Vfi(z)), 1<i<m,

and where either 3; = 1 or 4 = 57G;5;/57 ;. (we denote by + quantities from the next
iteration). The particular choice of 4; is determined by the controlled scaling strategy
described in [17]. In the first iteration we set G = I, 1 < i < m, where I are unit matrices
of suitable orders. Finally, Gj” = ZZ-GQLZZT, 1<i<m.

A very important part of Algorithm 1 is the barrier parameter update. There are two
requirements, which play opposite roles. First, 4 — 0 should hold, since this is the main
property of every interior-point method. On the other hand, round-off errors can cause that
z(x; p) = F(z) when p is too small (since F'(z)+t(p) < z(x; p) < F(z)+t(p) and t(n) — 0
as ;t — 0 by Lemma 1), which leads to a breakdown (division by z(z; u) — F(z) = 0). Thus
a lower bound p for the barrier parameter has to be used (we recommend value y = 10717
in double precision arithmetic).

Algorithm 1 is also sensitive to the way in which the barrier parameter decreases.
Considering logarithmic barrier function Bl and denoting by s(z;u) = z(z;pu)e — f(z)
vector of slack variables, we can see from (7) that w;(x; u)si(x;p) = p, 1 < i < m. In
this case, interior-point methods assume that p decreases linearly (see [21]). We have
tested various possibilities for the barrier parameter update including simple geometric
sequences, which proved to be unsuitable. Better results were obtained by the following
two procedures:

Procedure A.

Phase 1: If ||g(zr; pe)|| > g, we set ppy1 = pu, i.e., the barrier parameter is not
changed.
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Phase 2: If [|g(xg; pe)|| < g, we set

Pry1 = max (ﬂkz+1, , 10 €M|F(Ik+1)|) ; (34)

where F(zp41) = maxi<j<m fi(Tr+1), €p is a machine precision, and

ﬂkz-l—l = min [max(/\/“w /‘Lk‘/(o-uk + 1))7 maX(Hg(xk; sz)”27 10_%)} ) (35)

where g(zy; ) = A(zy)u(xg; pg). Values p = 1071 X = 0.85, and o = 100
are chosen as defaults.

Procedure B.

Phase 1: It ||g(zg; p)l|> > ppir, we set pipy1 = pg, i.e., the barrier parameter is not
changed.

Phase 2: T || g(@x; p) ||* < phig, we set

pes1 = max(p, [|gull*)- (36)
Values g = 107" and p = 0.1 are chosen as defaults.

The choice of g in Procedure A is not critical. We can set g = oo but a lower value is
sometimes more suitable (especially for smoothing methods described in Section 5). More
details are given in Section 6. The reason for using formula (34) was mentioned above.
Formula (35) requires several notes. The first argument of the minimum controls the rate
of the barrier parameter decrease, which is linear (geometric sequence) for small k (term
M) and sublinear (harmonic sequence) for large k (term pug/(opu +1)). Thus the second
argument, which assures that p is small in the neighborhood of the solution, plays an
essential role for large k. Term 107%* assures that pu = i does not hold for small k. This
situation can arise when || g(zy; pr)|| is small, even if xy is far from the solution. The idea
of Procedure B follows from the requirement that B(x; 1) should be sufficiently minimized
for a current value of p. Thus parameter fy, is changed only if ||g(zx; pg)|| is sufficiently
small.

4 Global convergence

In the subsequent considerations, we assume that § = ¢ = p = 0 and all computations
are exact () = 0 in (34)). We will investigate an infinite sequence {zj}{° generated by
Algorithm 1.

Lemma 6 Let Assumption 1, Assumption 2, and Condition 1 be satisfied. Then the values
{1}5°, generated by Algorithm 1, form a non-increasing sequence such that py — 0.

Proof. We prove that the number of consecutive steps in Phase 1 of the procedure for
the barrier parameter decrease is finite. Then the number of steps in Phase 2 is infinite
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and since u, decreases in these steps either by geometric or by harmonic sequence, one has

(a) First we prove that B(x; i) is bounded from below if p is fixed. This assertion holds
trivially if Condition 3 is satisfied. If this is not the case, then

B(z;p) — F = 2(z;p) = F + p i p(z(r;p) — fi(x) = 2(2; p) — F + mpp(z(x; p) — F).

i=1

Convex function ¢ (t) =

t + mup(t) has a unique minimum at the point ¢ = #(u), since
U(E(n) = 1+ mpg'(t(p)) = 0

by (13). Thus

B(z;p) — E > () + mpp(t(p))
or B(xz; ) = B where B = F + () + mpup(t(p)).

(b) In Phase 1, the value of u is fixed. Since function B(z;p) is continuous, bounded
from below by (a), and since (33) (with p, = p) holds, it can be proved (see [4]) that
lg(xk; p)|| — 0 if Phase 1 contains an infinite number of consecutive steps. Thus a step
(with index /) belonging to Phase 1 exists such that either ||g(z;; 1)|| < g in Procedure A
or ||g(z; )|l < pu in Procedure B. This is a contradiction with the definition of Phase 1.
O

Now we clarify the dependence of z(z;pu) and B(x;u) on the parameter p. For this
purpose, we assume that z(z; u) and B(x; u) are functions of p and write z(z, u) = z(z; p)
and B(z, p) = B(z; p).

Lemma 7. Let Condition 1 be satisfied and z(x, i) be a solution of equation (11) (for fized
x and variable i), i.e., 1 — elu(z, z(z, 1)) = 0. Then

Oz(x, p) OB(w, 1) &
>0, —— = =Y w(z(x,p) — fi(x).
= S =3 (o) = )
Proof. Differentiating equation (11), which has the form
L+ p) @' (22, 1) = filz)) =0,

i=1

we obtain . . Dx(z. )
D¢ ) = file)) 309" ) = fi)) = =0,
i=1 i=1
which gives
Ox(x, 1) _ 1 50
Op 2 " (2w ) = fiw) T
Differentiating function
B(a, p) = z(x, 1) + pY_ o(2(z, 1) = fiz)),
i=1
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one has

783(;2’“) = LZSZ“) +Z§:1<P( z(w, 1) — +MZ<P — filz ))L(;l;m
- oo (Hufm - )+z¢ — fi(@)

O
Now we prove that B(x;u), z(z;p), and F(x) are bounded and B(x, i) is a Lipschitz
continuous function of .

Lemma 8. Let Assumption 1, Assumption 2, and Condition 1 be satisfied. Let {zy}3° and
{11 }5° be sequences generated by Algorithm 1. Then sequences { B(xy; pu) }5°, {2 (xk; ) }15°,
and {F(xy)}3° are bounded. Moreover, there is L > 0 such that

B(@hs1; 1) < Bl@rsa; i) — Lk — i) (37)
for all k € N.
Proof. Boundedness from below simply follows from Assumption 1, inequality (12) and
the proof of Lemma 6. If Condition 3 holds, then boundedness from above and (37) with
L = 0 follow from (12), Lemma 7 and (33), since barrier terms are nonnegative. Assume
now that Condition 3 does not hold.
(a) Denote C' = min(B, F). As in the proof of Lemma 6, we can write

Bla;p) = C > (2(x; 1) = C)/2 + (2(5 1) = C)/2+ mpp(2(w; p) = C).

The convex function ¢ (t) = t/2+mpup(t) has a unique minimum at a point ¢ = () > ()
(this follows from Condition 1, since ¢'(t) is a negative, concave and increasing function
such that lim; . ¢'(t) = 0). Thus

B(a;p) — C > (2(w5 1) — C) /2 + (1) /2 + mpup((11))

or

2wy p) — C < 2(B(ws p) = C) — Hp) — 2mpp(t(p) < 2(B(a; ) — C) + 1, (38)
where 1 = max (0, —2mip(#(77))). The formula for 7 follows from the fact that #(u) satisfies
the same equation (21) as t'(u). Thus #(u) increases as u increases and since ¢ (#(u1)) < 0,
we obtain —fip(t()) = —pe(t(p)).

(b) Using the mean value theorem and Lemma 7, we obtain

B(Tps1; phr1) — B(Tpgrs pe) = 280 2(Trpr, i) — filTren)) (Prer — fix)

IA

Z‘P 2(Tpga; ) — filTrsn)) (Prsr — fix)

IN

m‘P( (@ht1; i) — C) (w1 — i), (39)
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where 0 < pgpy1 < i < pgp < . Condition 1 assures an existence of a number a > 0 such
that o(t) > —at (at is a tangent of ¢(t)). Thus inequalities (33), (38) and (39) imply

(3
— C +mo(2(zps1; ) — C) (rr1 — )

B(xpias piey1) = C < B(Tpsrs p)
< B(wggr; k) — C+malz(zria; ) — C) (ke — paya)
< Bl ) — C 4 mal2(B(@es; ) — C) + 0l (pn — pes1)
= (14 Xow)(B(2py1; i) — C) + Aoxn/2
< (14 Ad)(B(ag; ) — C) + Adxn /2,

where A = 2ma and 0, = pp — pgr1. Then

k

B(Ik+1§uk+1)—Q+g < H(1+/\5i)(3(951§ﬂl)—g+g)
=1
< TIA+26) (Bl ) —C+ )

i=1
and since

Z)\é = Ap — hm ,uk) = M1

=1

the above product is finite. This together with (12) and (38) proves that sequences
{B(zg; 1) }3°, {2(2p; pr) }5°, and {F(z)}5° are bounded from above.
(c) Using (39), we can write

P(z(@ryrs ) — C) (1 — )
m(F(zp41) + 1) — C) (i1 — i)
(
(

3

B(@gs1; prr1) — B(Tpgas i)

3

P(F+ 1) = C) (1 — i)
—L(py1 — k),
for all k € N, where existence of F follows from boundedness of {F(x;)}5°. O

> IA IA A

The proof of Lemma 8 does not depend on bounds § and G, since we can use a weaker
inequality B(zgy1;ux) < B(xy; p,) instead of (33). Thus an upper bound F (independent
of g and G) exists such that F(z;) < F for all k € N and we can use F in Assumption 2.
Note that we can set F' = B(xy; ) if Condition 3 holds.

Theorem 1. Let Assumption 1, Assumption 2, and Condition 1 be satisfied. Consider a
sequence {x}7° generated by Algorithm 1 (with 0 =& = =0). Then

lim Zuz T ) 9 (@) = 0, Y wi(we; ) = 1
i

k—oo
and
wi(r; ) >0, 2(xn; ) — fi(wr) >0, kh_{goui(kaNk)(Z(kuMk) — filwy)) =

for1 <1< m.
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Proof. Equality 1 — eTu(zg;ux) = 0 holds since § = 0. Inequalities u;(zx; ux) > 0,
2(xg; pr) — fi(zx) > 0 follow from (7) (since ¢'(t) is negative for ¢ > 0) and from Lemma 1.

(a) Since (33) and (37) hold, we can write

B(wgya; 1) — Blag ) = (BT prerr) — B(@ras i) + (B(Thys pir) — Bl )
< = Llpgr — ) — cllg(ar; )%,

which implies

B < lim Blag ) < Baaspn) = LY (e — i) — 3 [lg (s o) I
k=1 k=1

= Bz ) + Ly — e ||g(xe; )2,
k=1

where B = F + () + mup(t(i)) (see proof of Lemma 6). Thus one has
> 1
> g law; we)|1* < ~(B(aim) = B+ L) < oo,
k=1

which implies g(xx; ) = 3202 wi@e; ) gi(zx) — 0.
(b) Let 1 <1 < m be chosen arbitrarily. Since u;(xy; pg) > 0, z(xk; ) — fi(xr) > 0, one
has

lim sup w; (g; o) (2 (0n; o) = filag)) > N inf g (s ) (2(2n; 1) = fi(wr)) 2 0.

k—o0

It suffices to prove that these inequalities are satisfied as equalities. Assume on the contrary
that there is an infinite subset Ny C N such that w;(zg; ux) (2(zg; 1) — fi(zr)) > e Vk € Ny,
where ¢ > 0. Since F < fi(zy) < F(xy) < F Vk € Ny, there exists an infinite subset
Ny C Np such that F(xzy) — fi(xg), k € No, converge.

(c) Assume first that F'(zx) — fi(xg) M 5> 0. Since
2(z; ) — filzr) > Frg) — fi(ox) > 0/2
for sufficiently large k € N,, one has
il ) = — e (2 ) = fi)) <~ (8/2) 30,

since pr — 0 by Lemma 6. Since values z(xy;ux) — fi(zx), kK € Na, are bounded by

Assumption 1 and Lemma 8, we obtain wu;(xy; pg)(z(xk; pr) — fi(zr)) ™ 0, which is a
contradiction.

(d) Assume now that F(zg) — fi(xy) ™ 0. Since 2(xg; p) — F(zg) — 0 as gy — 0 by
Lemma 1, we can write

2w ) = filow) = (2w ) = Flow)) + (Flae) = fi(ma)) = 0.
At the same time, (6) and (7) imply that values u;(zx; ux), & € Na, are bounded. Thus
wi(ans ) (2(@: ) — fi(n)) 22 0, which is a contradiction. O
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Corollary 3. Let assumptions of Theorem 1 hold. Then every cluster point x € R"™ of
sequence {xy}3° satisfies KKT conditions (3), where u € R™ is a cluster point of sequence

{ulzr; o) }7°-

Assuming that values ¢, g, u are nonzero and logarithmic barrier function Bl is used,
we can prove the following theorem informing us about the precision obtained, when Al-
gorithm 1 terminates.

Theorem 2. Consider sequence {xy}7° generated by Algorithm 1 with the logarithmic bar-
rier function B1. Let Assumption 1 and Assumption 2 hold. Then, choosing d >0, € > 0,
> 0 arbitrarily, there is an index k > 1 such that

lg(zm; o)l <& 11— e ulae )] <6,

and

wi (s ) >0, 2(wps i) — filwe) >0, wi(wn; p) (2(2; pe) — fi(zr)) < p
foralll <i<m.

Proof. Equality |1 — eTu(x; ux)| < & follows immediately from the fact that equation
eTu(xy; pr,) = 1 is solved with the precision §. Inequalities w;(xy; pp) > 0, z(wg; pr) —
fi(zg) > 0 follow from (7) and Lemma 1 as in the proof of Theorem 1. Since py — 0 by
Lemma 6 and g(xy; j) — 0 by Theorem 1, there is an index k& > 1 such that j, < p and
lg(zx; ue)|| < e (thus Algorithm 1 terminates at the k-th iteration). Using (7) and the fact
that ¢'(t) = —1/t for B1, we obtain

M
2(zy; ) — filx

wi (g po) (2(2ns o) — fi(zn)) = )(Z(xkz;,uk:) — filwg)) = . < e

O

Theorem 2 also holds for B2 and B3, since ¢'(t) > ¢'5,(t) for these barrier functions (see
proof of Corollary 1). For B4 the upper bound is proportional to /B, which again indicates
that we should use p? instead of p in (17) in this case.

5 Smoothing method for large sparse minimax optimization

In this section, we briefly describe a smoothing method for large sparse minimax optimiza-
tion which is algorithmically very similar to the proposed interior-point method and which
will be used for a comparison. This smoothing method investigated in [20] and [22] (and
in other papers quoted therein) uses smoothing function

S(as ) = plog 3 exp (fi/(f)) _ Fle) + plog 3 exp (M) o (0)

i=1 i=1

where F'(x) is given by (1) and g > 0 (we assume that ;4 — 0 monotonically). The following
result is proved in [20].
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Lemma 9. Consider smoothing function (40). Then
VS (x; ) = A()U(w; pe (41)
and

V2S5 (25 p) = Gl p) + iA(x)U(I; A" () — iA(x)U(x; pee”U(z; p) A" (z),  (42)

where G(x; ) = M, (x5 w)Gi(x), Ul p) = diag (g (z; ), . . ., (25 1)), and

exp(file)/) _ exp((filx) — F())/n)
Sy exp(fy(@)/n) Sy exp((fy (@) — F(2)/n)

(s p) = (43)

for 1 <i < m, which implies eTtu(x; u) = 1.

Note that (42) together with the Schwarz inequality implies

To2Q( . L TA 1 oT A(\T (2 T\ — (v" A(2)U (2; p)e)?
T S(asple = oG+ (o A0 a0 AT (e — R

> oT'G(z; ).

Thus V2S(z; 1) is positive definite if G(; 1) is positive definite.
Using Lemma 9, we can write one step of the Newton method in the form =z = x + ad

where V2S(x; p)d = —V.S(x; u) or

1 3
(H - —99T> = -3, (44)
i
where )

H =Gl p) + A@)U (2 p)A* (z) (45)
and § = A(x)U(z; p)e. Tt is evident that matrix H has the same sparsity pattern as H in
(23). Since

-1 s
~ 1 N Hfl THfl
H——gg") =g+
p—gtH-'g
the solution of (44) can be written in the form
a5 ) (46)

CgTHT g

If H is not positive definite, it is advantageous to change it before computation of the
direction vector. Thus we use the sparse Gill-Murray decomposition H+E = LDLT, solve
equation

IDiT - (47)
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and set

e
v —p
More details concerning the smoothing method can be found in [20] and [22], where the
proof of its global convergence is introduced.

The above considerations and formulas form a basis for the algorithm, which is very
similar to Algorithm 1. This algorithm differs from Algorithm 1 in Step 2, where no non-
linear equation is solved (since vector @(z; p) is computed directly from (43)), in Step 4,
where (26)-(27) are replaced by (47)-(48), and in Step 6, where B(x;u) is replaced by
S(x; ). Note that p in (40) has a different meaning from g in (17) so procedures for
updating these parameters need not be identical. Nevertheless, the procedure described
in Section 3 was successful in connection with the smoothing method (we have also tested
procedures proposed in [20] and [22], but they were less efficient). Note finally, that the
smoothing method described in this section has also insufficiencies concerning finite preci-
sion computations. If y is small, than many evaluations of exponentials lead to underflows.
This effect decreases the precision of computed gradients, which brings a problem with the
termination of the iterative process. For this reason, a lower bound p has to be used,
which is usually greater than the corresponding bound in the interior point method (we
recommend p = 107° for the smoothing method).

d= v. (48)

6 Computational experiments

The primal interior-point method was tested by using two collections of 22 relatively diffi-
cult problems with optional dimension chosen from [18], which can be downloaded (together
with the above report) from www.cs.cas.cz/"luksan/test.html as Test 14 and Test 15.
Functions f;(z), 1 <1i <m, given in [18], serve for defining objective functions

F(z) = max fi(z) (49)
and
Flw) = ma | ()] = max [max(f,(z), (). (50)

Function (49) is not used in connection with Test 15, since Assumption 1 is not satisfied
(sometimes F'(x) — —o0) in this case.

In Algorithm 1, Procedure A, Procedure B, we have used parameters ¢ = 107¢, § =
1079 p=10""=1,g=00,A=0850=100, p=0.1,¢=10"" = 10", gy = 1075,
g1 =10"* 3 =0.5, A = 1000 as defaults (values g and A were sometimes tuned). In the
implementation of the smoothing method described in Section 5, we have used the same
values with the following three exceptions: p = 1079, g=1,A=0.95.

The first set of tests concerns a comparison of four primal interior point methods (Al-
gorithm 1) based on barrier functions B1-B4, with the smoothing method SM (see (40)),
the primal-dual interior point method IP described in [14], and the non-smooth equation
method NE described in [15]. All these methods are implemented in the interactive system
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for universal functional optimization UFO [16] as line-search subroutines for discrete mini-
max optimization. There are two modifications: NM denotes the discrete Newton methods
where the Hessian matrix is computed using gradient differences by the way described in
[3] and VM denotes the variable metric methods with partitioned updates described in
[8]. All mentioned subroutines use the same modules for numerical differentiation, stepsize
selection, and variable metric updates. Thus the results are quite comparable. The meth-
ods listed above were tested by using medium-size test problems with 200 variables. The
results of computational experiments are reported in three tables, where only summary
results (over all 22 test problems) are given. Here Method is the method used, NIT is the
total number of iterations, NFV is the total number of function evaluations, NFG is the total
number of gradient evaluations, NR is the total number of restarts, NL is the number of
problems for which the lowest known local minimum was not found (even if parameters p
and A were tuned), NF is the number of problems for which no local minimum was found
(either a premature termination occurred or the number of function evaluations exceeded
the upper bound), NT is the number of problems for which the parameters were tuned,
and Time is the total computational time in seconds. It is necessary to note that both the
primal interior point and the smoothing algorithms used Procedure A in almost all cases.
Only the variable metric versions of the primal interior point methods reported in Table 3
used Procedure B, which was more advantageous in this case.

Method | NIT  NFV NFG NR NL NF NT Time
B1-NM | 1682 3771 11173 325 - - 4 1.75
B2-NM | 2145 6613 14333 627 - - 8 242
B3-NM | 2015 6825 12662 599 - - 7 1.88
B4-NM | 5650 10561 33675 648 1 - 8 4.19
SM-NM | 4213 12632 32451 823 1 - 8 7.78
IP-NM | 1715 3558 16943 4 1 - 10 6.05
NE-NM | 5159 22195 42161 2363 2 - 14 32.86
B1-VM | 1316 2873 1338 - - - 2 091
B2-VM | 2225 3835 2247 2 - - 3 134
B3-VM | 1784 3443 1806 2 - - 3 117
B4-VM | 4638 8866 4658 4 - - 3 205
SM-VM | 7192 20710 7214 -1 - 8 642
IP-VM | 1805 4023 1805 12 1 - 9 525
NE-VM | 2756 5667 2756 2t 1 - 9 531

Table 3: Test 14: Function (49) with 200 variables
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Method | NIT  NFV NFG NR NL NF NT Time
B1-NM | 2026 5686 17096 358 - - 6 3.52
B2-NM | 3094 15109 24233 1704 - - 6 4.89
B3-NM | 3249 14141 24334 1374 - - 7 4.72
B4-NM | 5553 30984 47543 3082 - - 9 931
SM-NM | 3502 9497 31084 613 1 - 9 899
IP-NM | 1792 3167 16531 158 2 - 13 884
NE-NM | 3171 11074 25936 1256 2 - 16 18.25
B1-VM | 3212 5262 3233 11 - 3 1.63
B2-VM | 3261 5971 3283 11 - 3 249
B3-VM | 2880 5491 2902 -1 - 3 202
B4-VM | 4612 10054 4634 3 1 - 4 219
SM-VM | 3247 6865 3268 12 - 6 392
IP-VM | 2860 7017 2861 6 2 - 8 828
NE-VM | 3396 7009 3396 8 2 - 14 794

Table 4: Test 14: Function (50) with 200 variables

Method | NIT NFV NFG NR NL NF NT Time
B1-NM 9031 12176 48216 2752 - - 6 10.01
B2-NM 7973 13513 39626 5499 2 - 8 9.90
B3-NM | 10787 15066 53645 7575 1 - 8 12.99
B4-NM | 13865 21989 75100 10834 1 - 10 12.28
SM-NM | 13186 26036 79195 478 3 2 9 29.27
IP-NM 2046 3188 14327 1008 1 1 7 9.30
NE-NM 2914 5616 20241 1087 3 - 18 21.36
B1-VM 2432 5040 2454 11 - 1 227
B2-VM 2533 6662 2551 5 - - 2 316
B3-VM 4277 11033 4298 1 - - 3 428
B4-VM 0823 23001 5840 8§ - - 6 443
SM-VM | 10769 19835 10791 12 - 4 2306
IP-VM 2056 3883 2056 -1 - 4 795
NE-VM 2425 3896 2425 8 3 - 12 11.77

Table 5: Test 15: Function (50) with 200 variables

The results introduced in these tables imply several conclusions. First, the use of
variable metric updates is more advantageous for computing Hessian approximations than
the application of gradient differences. This follows from the fact that the test problems
used are strongly nonconvex. Thus the Newton methods are frequently restarted, which
decreases their efficiency and, moreover, their parameters (y and A) have to be tuned
more frequently. Variable metric implementations of the primal interior point method
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(Algorithm 1) are very robust. They rarely require decrease of A to obtain the lowest
known local minimum (among other possible local minima).

Secondly, the use of barrier function B1 gives better results in a comparison with the
use of B2, B3 and especially B4, even if the latter barrier functions have better theoretical
properties (Condition 3 holds). Thus we restrict our considerations only to primal interior-
point methods based on the logarithmic barrier function B1.

Finally, primal interior-point methods seem to be more efficient than other methods
tested. Smoothing methods SM are more sensitive to the choice of their parameters, con-
verge more slowly and require greater CPU time (since computation of exponentials is time
consuming). Primal-dual interior-point methods for general nonlinear programming prob-
lems IP convert the original problem to the problem with n + 1 basic variables, m (or 2m
for function (50)) slack variables and the same number of equality constraints. Thus the
size of linear algebra subproblems and the resulting CPU time is considerably larger. Note
that our implementation of primal-dual interior-point methods for general nonlinear pro-
gramming problems uses constant penalty parameter (see [14]), which has to be sometimes
tuned. Thus the number NT is slightly greater for IP. The same considerations concern
nonsmooth equation methods for general nonlinear programming problems NE, which are
even less efficient than methods IP.

The second set of tests concerns a comparison of the primal interior-point methods (NM
and VM) that use logarithmic barrier function B1 with the smoothing methods (NM and
VM) and the primal-dual interior point methods (NM and VM). Large-scale test problems
with 1000 variables are used. The results of computational experiments are given in six
tables, where P is the problem number, NIT is the number of iterations, NFV is the number
of function evaluations, NFG is the number of gradient evaluations and F is the function
value reached. The last two rows of every table contain summary results including the
number of problems for which parameters were tuned and the total computational time in
seconds.

The results introduced in these tables confirm conclusions following from the previous
tables. Primal interior-point methods (especially the VM implementation) seem to be more
efficient than smoothing methods and primal-dual interior point methods in all indicators.
The computational time is significantly shorter, the number of the lowest known local
minima attained is greater and also the number of iterations is much smaller in the case
of primal interior-point methods. We believe that the efficiency of the primal interior-
point methods could be even improved by using more sophisticated procedures for the
barrier parameter decrease, more complicated variable metric updates, different strategies
for restarts or suitable trust region realizations.
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Table 6: Test 14: Function (49) with 1000 variables
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Table 7: Test 14: Function (49) with 1000 variables
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Table 8: Test 14: Function (50) with 1000 variables
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Table 9: Test 14: Function (50) with 1000 variables
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Table 10: Test 15: Function (50) with 1000 variables
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Table 11: Test 15: Function (50) with 1000 variables
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