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� Introduction

In this report we present some new properties of shifted variable metric �VM� line search
methods	 see ��	 for unconstrained minimization� We recall that these methods are
iterative� Starting with an initial point x� � RN 	 they generate a sequence xk � RN 	
k � �	 by the process xk�� � xk � sk	 sk � tkdk	 where dk � RN is a direction vector
and the stepsize tk is chosen in such a way that tk � � and

fk�� � fk � ��tkg
T
k dk� gTk��dk � ��g

T
k dk� �����

k � �	 with � � �� � ��� and �� � �� � �	 where fk � f�xk�	 gk � rf�xk��
We assume that the problem function f � RN � R has continuous second�order

derivatives on the level set fx � RN � f�x� � f�x��g and the direction vector satis�es

dk � �Hkgk� k � �� �����

where Hk is a symmetric positive de�nite matrix� We denote yk � gk�� � gk	 k � ��
We give some additional properties of shifted variable metric methods in Section �

and numerical results in Section ��

� Supplements to shifted variable metric methods

In shifted VM methods	 see ��	 matrices Hk have the form

Hk � �kI � Ak� �����

k � �	 where �k � � and Ak are symmetric positive semide�nite matrices� usually
A� � � and Ak�� is obtained from �kAk ��k � � is a scaling parameter� by a rank�two
VM update to satisfy the shifted quasi�Newton condition �in generalized form�

Ak��yk � 	k�sk� �k�� � 	k
k� �����

where �s � sk � 
kyk� 
k � �ks
T
k yk�y

T
k yk is a shift parameter	 �k � ��� �� is a relative

shift parameter and 	k � � is a nonquadratic correction parameter �see ���� Obvi�
ously	 relations ����������� imply that matrix Hk�� satis�es the quasi�Newton condition
Hk��yk � 	ksk� In the subsequent analysis we use the following notation

ak � yTkHkyk	 bk � sTk yk	 ck � sTkBksk	 Bk � H��
k 	 �bk � �sTk yk	

�ak � yTkAkyk	 �bk � sTkBkAkyk	 �ck � sTkBkAkBksk	 ��k � �ak�ck � �b�k	 �ak � yTk yk	

k � �� Note that the Schwarz inequality implies ��k � �	 k � �� To simplify the
notation we frequently omit index k and replace index k � � by symbol �� Although
we use the unit values of �k and 	k in almost all cases	 we will consider also non�unit
values in the subsequent analysis as it is usual in case of VM methods �see ����

Involving the scaling and the nonquadratic correction and using the same argumen�
tation as in standard VM methods	 we can write the shifted analogy of the Broyden
class �see ��	 ��� for �b � � �which implies �s �� �	 y �� �� and  � � in the form

�

�
A� � A �

	

�

�s�sT

�b
� AyyTA

�a
�



�a

�
�a
�b

�s�Ay
��

�a
�b

�s�Ay
�T

�����

�



�if �a � �	 i�e� Ay � �	 we simply omit the last two terms	 because they tend to zero for
Ay � lim��� �q	 �a � lim��� �q

Ty	 qTy �� ��	 where  is a free parameter �veri�cation of
A�y � 	�s for this update is straightforward�� There are two important special cases�
For  � � we obtain the shifted DFP update	 for  � � the shifted BFGS update

�

�
AsDFP
� � A�

	

�

�s�sT

�b
� AyyTA

�a
�

�

�
AsBFGS
� � A�

�
	

�
�

�a
�b

�
�s�sT

�b
� �syTA � Ay�sT

�b
� �����

In limited�memory VM methods	 matrix A has the form A � UUT 	 where U �
�u�� � � � � um� is a rectangular matrix with m columns	 m � �	 and use the VM update

A� � �V AV T � �����

where transformation matrix V has the form I � pqT for the type � methods	 or
I � p�y

T � p�s
TB for the type � methods� Thus we need to store only matrix U 	 which

can be updated using relation U� �
p
� V U �

��� General expression of limited�memory method form � �

Theorem ��� in �� easily follows from the following theorem�

Theorem ���� Let A � uuT � uTy �� �� Then AsDFP
� � 	 �s�sT��b�

Proof� Since Ay � �uTy�u	 we obtain from �����

�

�
AsDFP
� � uuT �

	

�

�s�sT

�b
� �uTy��

uuT

�uTy��
�

	

�

�s�sT

�b
� �

This result can be generalized for rank�two matrix A�

Theorem ���� Let A � u�u
T
� � u�u

T
� � v� � �aABs� �bAy� �a�� �� �� Then

�

�
AsDFP
� �

	

�

�s�sT

�b
�

v�v
T
�

�a��
� �����

Proof� Denoting �i � uTi y	 i � �� �	 we obtain Ay � ��u� � ��u�	 �a � ��� � ��� and
similar relations for ABs	 �b and �c� Thus for �� � �a�c � �b� and v� we obtain

�� � ���� � ������u
T
�Bs�

� � �uT�Bs�
��� ���u

T
�Bs� ��u

T
�Bs�

� � ���u
T
�Bs� ��u

T
�Bs�

��

v� � ���� � �����u
T
�Bs � u� � uT�Bs � u��� ���u

T
�Bs � ��u

T
�Bs����u� � ��u��

� ���u
T
�Bs� ��u

T
�Bs����u� � ��u���

Since A� ����a�AyyTA � ���� � �����u�u
T
� � u�u

T
� �� ���u� � ��u�����u� � ��u��T ���a	

we have by �����

�

�
AsDFP
� � 	

�

�s�sT

�b
�

�

�a

h
��� u�u

T
� � ��� u�u

T
� � �����u�u

T
� � u�u

T
� �
i

�
v�v

T
�

�a��
� �

Using �����	 we can combine ����� with the general type � method expression ������
in ��	 which gives the general form of type � or type � update for limited memory
methods with m � �

�

�
A� �

	

�

�s�sT

�b
�

q�q
T
�

�a��
� �����

�



Especially	 the choice q� � � or q� � v� gives the shifted DFP update for m � � or
m � �� This interesting formula needs not store any VM matrix	 similarly as conjugate
gradient methods	 but can be much more e
cient�

Good results were also obtained with the choice q� � �w
�
�

q
��
�
��a��b��s�Ay

�
�method SSBC in ���	 similar as with the shifted DFP method�

��� Variationally�derived limited�memory methods

Standard VM methods can be obtained by solving a certain variational problem � we
�nd an update with the smallest correction of VM matrix in the sense of some norm
�see ���� Using the product form of the update	 we can extend this approach to limited�
memory methods to derive a very e
cient class of methods� First we give the following
general theorem	 where the shifted quasi�Newton condition U�U

T
�y � A�y � 	�s is

equivalently replaced by �the �rst two conditions imply the third one�

UT
�y �

p
�z� U��

p
�z� � 	�s� zT z � �	����b� �����

Theorem ���� Let T be a symmetric positive de�nite matrix� z � RN and denote U
the set of N �m matrices� Then the unique solution to

minf��U�� � U� � Ug s�t� ������ ��U�� � yTTy kT�����U� �p�U�k�F � �����

�Frobenius matrix norm� is
�p
�
U� � U � Ty

yTTy
yTU � �

	

�
�s� Uz �

yTUz

yTTy
Ty�

zT

zTz
������

and for this solution the value of ��U���� is

�

�
��U�� � jUTy � zj� �

yTTy

zT z
vTT��v� v �

	

�
�s� Uz � �	����b� yTUz

yTTy
Ty� ������

Proof� Setting U� � �u�� � � � � � u
�
m�	 de�ne Lagrangian function L � L�U�� e�� e�� as

L �
�

�
��U�� � eT� �UT

�y �
p
�z� � eT� �

p
�U�z � 	�s� � �p�eT� z � 	eT� �s

�
mX
i��

�
yTTy

�
�u�i �

p
�ui�

TT���u�i �
p
�ui� � e�iy

Tu�i �
p
�zie

T
� u

�
i

�
�

A local minimizer U� satis�es the equations �L��u�i � �	 i � �� � � � �m	 which gives
yTTy T���u�i �p�ui� � e�iy �

p
�zie� � �	 i � �� � � � �m	 yielding

U� �
p
�U � Ty

yTTy
eT� �

p
�
Te�
yTTy

zT � ������

Using the �rst condition in �����	 we have e� �
p
�UTy �p��� � yTTe��y

TTy�z�
Substituing this e� to ������	 we obtain ���

p
��U� � U � TyyTU�yTTy � �ezT with

some vector �e� The second condition in ����� yields

�e �
�

zTz

�
	

�
�s� Uz �

yTUz

yTTy
Ty

�
������

�



and ������ follows� Matrix U� obtained in this way minimizes � in view of convexity
of Frobenius norm� Furthermore	 we get

�e� Ty

yTTy
�

�

zT z

�
	

�
�s� Uz � zTz � yTUz

yTTy
Ty

�
�

v

zT z
������

by ����� and ������	 thus by ������ and vTy � �

�

�

��U��

yTTy
�

					T����
�

Ty

yTTy
yTU � �ezT

�					
�

F

�

					T����
�

Ty

yTTy
�UTy � z�T � v

zT z
zT
�					

�

F

� Tr

�
�UTy � z��UTy � z�T

yTTy
�

vTT��v

�zTz��
zzT

�
�
jUTy � zj�

yTTy
�

vTT��v

zTz
� �

The choice of matrix T 	 when vectors Ty	 �	����s � Uz	 are linearly dependent	
represents an important special case	 since then v � � �thus the value of ��U�� reaches
its minimum on the set of symmetric positive de�nite matrices T �	 which implies �e �
Ty�yTTy � ��	����s � Uz����	����b � yTUz� by ������ and in view of ������	 update
������ can be written in the form

�p
�
U� � U � �	����s � Uz

�	����b� yTUz

�
UTy � z

�T
� ������

The �rst term in ������	 i�e� jUTy � zj�	 can also be easily minimized subject to

zTz � �	����b� The solution is z � 	
q

�	����b��a UTy	 which gives the shifted DFP
method in view of the following lemma�

Lemma ���� Every update of the form ���
p
��U� � U�pyTU � p � RN � which satis�es

the shifted quasi�Newton condition ���	�� is the shifted DFP method�

Proof� From ����� we have z � ���pTy�UTy � 	
q

�	����b��a UTy� Furthermore	 using

again �����	 we obtain �	����s � 	
q

�	����b��a �Ay � �a�p	 thus p � �	
q

�	����a��b �s �
Ay���a	 which is the shifted DFP method �see �� or ���� �

Using this lemma	 we can also see that the only limited�memory type � method
satisfying �� � pT� y � � �see ���	 which can be written in the form ������	 is the shifted
DFP method	 since �eTy � � by ������ and ������ It may explain the less e
ciency
of methods with �� � � �all type � methods in our report ��� in comparison with
variationally�derived methods�

The advantage of variationally�derived update formulas ������	 ������ consists in
possibility of parameters choice �z and in ������ also Ty�� By comparison with the
standard Broyden class �see ���	 we get meaning of these parameters� To use Theo�
rem ��� for the standard Broyden class	 we set H � SST and replace U 	 �s and �b by S	
s and b� Then update ������ will be replaced by

�p
�
S� � S � Ty

yTTy
yTS � �

	

�
s� Sz �

yTSz

yTTy
Ty�

zT

zTz
������

and the following assertion holds� Note that scaling of Ty has no in�uence on vector
Ty�yTTy�

�



Lemma ���� Every update ���
�� with z � ��S
Ty � ��S

TBs� Ty � ��s � ��Hy�
satisfying zT z � �	���b and b�� � a�� � � �i�e� yTTy � ��� belongs to the Broyden
class with

 � b
b��� � a���	������ � ������

�b�� � a����
� � � b

b��� � 	���� � a�	������
b��� � 	��� � a����

� ������

where � in the second formula corresponds to  in the special case� when vectors Ty�
�	���s � Sz are linearly dependent� Then we obtain  � � �the BFGS update� for

�� � �� �� � 	
q

�	���b�c�  � � �the DFP update� for �� � �� �� � 	
q

�	���b�a�

Proof� Since Sz � ��Hy ���s and yTSz Ty� yTTy Sz � ���a���b����s� ��Hy��
���b � ��a����Hy � ��s� � ��as� bHy�	 where � � ���� � ����	 we can write ������
in the form

�p
�
S� � S���s � ��Hy

��b � ��a
yTS�

�
s

b
�

���	��

��b � ��a

�
a

b
s�Hy

�� �
��y

T � ��s
TB
�
S ������

by ������ This gives �����H� � H � �H	 where matrix �H is expressed using only
vectors s	 Hy� Every such update	 which satis�es quasi�Newton condition	 belongs to
the Broyden class� To determine 	 it su
ces to compare the terms	 which contain
HyyTH �this term has coe
cient � � ���a for the Broyden class�� Since �	���b �
zTz � ���yT� ��s

TB�SST ���y � ��Bs� by �����	 we obtain from ������

 � �

a
�
���� � ����	����

��b � ��a
�

a��� � ����	�����a � ��b��� � b���	���

���b � ��a��
�

Observing that

���
��b � ��a

�
���a� ��b���
���b � ��a��

�
������b � ��a� � �����a � ��b�

���b � ��a��
�

�b�
���b � ��a��

�

we have ���b� ��a��� � �� � a��b���� � a��� � b���	���� � ����b � ��a�� � b���� �
ab���	���	 which gives the �rst equality in ������� Substituing e�g� �� � �	��� � ��	
������	 we get the second equality� The rest follows immediately by zTz��	���b� �

Note that Lemma ��� gives simple possibility	 how to derive the product form of
the Broyden�class update�

To choice parameters z	 Ty by comparison with the standard Broyden class	 we

concentrate on the BFGS method	 which we obtain e�g� for z � 	
q

�	���b�c STBs	
Ty � s by Lemma ���� Now we turn back to the shifted VM methods� By analogy
with the BFGS method	 we set

z � �UTBs� � � 	
q

�	����b��c� ������

Then ������ gives the type � method

�p
�
U� � U � �	����s� �ABs

�	����b � ��b
�y � �Bs�T U� ������

�



which gives the best results for the choice sgn � � �sgn �b �compare with Theorem ������
Similarly	 ������ leads to type � methods� With the simple choice Ty � �s we get

�p
�
U� � U � �s

�b
yTU �

�
	

�

�s

�
�ABs�

�b
�b

�s

�
sTBU

�c
� ������

where � is given by ������� The more general case	 when Ty is a linear combination of
vectors �s	 ABs and Ay	 we will investigate in Section ����

Note that neither update ������ nor ������ need not calculate vector Ay�

��� General expression of variationally�derived methods

General form of variationally�derived update ������ can be easily rewritten	 using �����

�p
�
U� �

�szT

�b
�

�
I � TyyT

yTTy

�
U

�
I � zzT

zTz

�
� ������

Since zT �I � zzT�zT z� � � and �I � zzT�zTz�� � I � zzT�zT z	 this yields

�

�
A� �

	

�

�s�sT

�b
�

�
I � TyyT

yTTy

�
U

�
I � zzT

zTz

�
UT

�
I � yyTT

yTTy

�
������

by A� � U�U
T
� � This expression shows the meaning of parameters z	 Ty�

In case Ty � �
p
��b��s� ����a�p��a�Ay we can easily compare update ������ with

the shifted Broyden class update ����� in the following quasi�product form	 see ��

�

�
AsBC
� �

	

�

�s�sT

�b
�

�
I �

�p


�b
�s�

��p
�a

Ay
�
yT
�
A

�
I � y

�p


�b
�s �

��p
�a

Ay
�T�

� ������

Denoting �V � I�TyyT�yTTy and observing that U�I�zzT�zT z�UT � A�UzzTUT�zT z
and yTTy � �	 ������ and ������ give

�

�
A� �

�

�
AsBC
� �

�V Uz� �V Uz�T

zTz
� ������

For z chosen after ������ and  � �	 which represents method ������	 update ������
can be easily rewritten in the form ������� We have �V � I � �syT��b	 Uz � �ABs and

s
�c

zTz
�V Uz � ABs�

�b
�b

�s � ABs�
�b

�a
Ay �

�b

�a

�
�a
�b

�s�Ay
�

�
�

�a

�
v� �

�bp
��

�w

�
�

where we denoted v� � �aABs � �bAy and �w �
q
��
�
��a��b��s�Ay

�
as in ��� Thus it

follows from ����� and ������ that

�

�
A� � A�

	

�

�s�sT

�b
� AyyTA

�a
�

�w �wT � uuT

�a��
� u �

s
��

�b�

�a�c
v� �

�bp
�a�c

�w� ������

�



The term �w �wT � uuT can be rewritten

�w �wT � uuT �
��

�a�c
�w �wT �

�b
p

��

�a�c

�
v� �wT � �wvT�

�
�

�b�

�a�c
v�v

T
� � v�v

T
� �

which �nally gives by ������

�

�
A� � A�

	

�

�s�sT

�b
� AyyTA

�a
�

q�q
T
� � v�v

T
�

�a��
� q� �

s
� �

�b�

�a�c
�w �

�bp
�a�c

v�� ������

��� Balanced variationally�derived shifted VM methods

E
ciency of the variationally�derived shifted VM methods can be signi�cantly im�
proved by using the modi�ed quasi�Newton condition

A�y � 	�	�s� �� � 	
� ������

where �	 � � is a correction parameter� Very good results were obtained with the

following choices of �	� �
�
� ���� � ��	 �

�
�
q
��a�a and

p
��	 where � � 
�a�b � ��� ��

is a relative shift parameter and � is the damping factor of �	 see ��� The �rst choice
might be explained by the following assertion�

Lemma ���� For the choice �	 � ���� � ��� equality yTA�y�y
Ty � �� holds� i�e� this

value of �	 balances the both parts of yTH�y � �� y
Ty � yTA�y�

Proof� By �b � �sTy � b� 
�a � b��� ��	 we have from ������

yTA�y

yTy
�

	�	�b

�a
�

	�b

�a
� 	
 � ��� �

��� Global convergence of the shifted Broyden class methods

Global convergence is de�ned by the relation

lim inf
k��

jgkj � �� ������

First we recall the basic assumptions and assertions from �� �Assumption ��� is new��

Theorem ���� Let the objective function f � RN � R be bounded from below and have
bounded second derivatives� Consider the line search method satisfying �
�
���
���� If

�X
k��

cos��k
�
�

�X
k��

�gTkHkgk��

gTk gk g
T
kH

�
kgk

� 
� ������

then ������ holds�

Assumption ���� The objective function f � RN � R is uniformly convex and has
bounded second�order derivatives �i�e� � � G � ��G�x�� � ��G�x�� � G � 
�
x � RN � where ��G�x�� and ��G�x�� are the lowest and the greatest eigenvalues of the
Hessian matrix G�x���

�



Assumption ���� Parameters 	k and �k of the shifted VM method are uniformly pos�
itive and bounded� in the sense that � � 	 � 	k � 	 and � � � � �k � � � �� k � ��

Assumption ���� Parameters �k and �k of the shifted VM method satisfy � � � �
�k � �� ��k � �k�ak�ak� k � ��

Lemma ���� Let s �� �� the objective function satisfy Assumption ��
 and parameter �
satisfy Assumption ���� Then y �� �� �s �� �� b � �� �b � �� �a�b � G�G � and b�jsj� � G�

Theorem ���� Consider any shifted variable metric method satisfying ���
������� and
Assumption ���� with the line search method ful�lling �
�
���
���� Let the objective
function satisfy Assumption ��
� If there is a constant � � C �
 such that

TrAk�� � TrAk � C� k � �� ������

then ������ holds�

Theorem ���� Consider the shifted variable metric method ���� satisfying Assump�
tion ��� and �k � �� k � �� with the line search method ful�lling �
�
���
���� Let the
objective function satisfy Assumption ��
� If there is a constant � � C �
 such that

k





�ak�bk
�sk �Akyk





� � C
�ak
�bk
j�skj� � jAkykj�� k � �� ������

then ������ holds�

In this section	 we extend the set of methods from the shifted Broyden class �����	
for which global convergence can be established� First result is based on the following
lemma�

Lemma ���� Let  � �� Then







�a�b �s�Ay





� � 

�� 

�a�

�b�
j�sj� � jAyj�� ������

Proof� The desired inequality follows from the identity
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�b�
j�sj� � jAyj� � � � ��
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�� �

Theorem ���� Consider the shifted variable metric method ���� satisfying Assump�
tion ��� and � � � � �k � �� k � �� with the line search method ful�lling �
�
���
����

Let the objective function satisfy Assumption ��
� If ��� � � �a��b � C with any con�
stant � � C �
 �e�g�  � �	�����	����a��b�� which corresponds to the shifted analogy
of Hoshino self�dual method� see����� ������ holds�

Proof� If ��� � � �a��b � C	 we can use Lemma ��� and Theorem ���� In case
 � �	�����	�� � �a��b� we obtain ��� � � �a��b � 	�� � 	��� �

Now	 denoting �H� � ��I � A� 	 we establish global convergence of methods from
the shifted Broyden class for �� and �����a�a� The following lemma plays basic role�

�



Lemma ���� Consider the shifted variable metric method ���� with  � �� Then

det� �
�

�H��

detH
� �sTB�s

�b

�
	

�
�

��a
�b

�
� ������

Proof� It su
ces to prove the desired inequality for  � � by ����� and the identity
det� �H��uuT� � det �H����uT �H��

� u�� Since the shifted BFGS update can be written
in the form

�

�
�H� � H���

�
I �

B������s �Ay����s�Ay�TB��� �B���AyyTAB���

�b �

�
H����

where � � 	�� � �a��b	 and since

det�I � �u� v��u� v�T � vvT � � �� � ju� vj���� � jvj�� � ��u� v�Tv��

� juj� � ��� uTv�� � juj�jvj��
we obtain

det� �
�

�H��

detH
� �

�sTB�s
�b

�

�
�� �sTBAy

�b

��
� �sTB�s � yTABAy

�b�
�

Observing that �sTBAy � �b� ��sTBy and yTABAy � �a� ��a � ��yTBy	 we �nd

det� �
�

�H��

detH
� �

�sTB�s
�b

�
����sTBy��

�b�
� �sTB�s � yTABAy

�b�

�

�
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�

��a
�b

�
�sTB�s

�b
� ��

��sTBy�� � �sTB�s � yTBy
�b�

�
�
	

�
�

��a
�b

�
�sTB�s

�b

by the Schwarz inequality� �

Lemma ���� Consider any shifted variable metric method satisfying ���
�������� Then

detH�

det �H�

�

�
� �

	

�

b

��a

�N
� ������

Proof� We have H� � �H� � �I	 where � � �� � �� � 	 
 � ��� Denoting ���� � � � � ��N
the eigenvalues of �H�	 we can apply the geometric�aritmetic mean inequality to obtain

detH�

det �H�
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���

�
� � �
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��N
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��N

��N
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N
Tr �H��

�

�N
�
�
� � �k �H��

� k
�N

�
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� �

	

�

b

��a

�N

by � � 	
 � 	� b��a � 	 b��a and k �H��
� k � ������ in view of �H� � ��I � A� � �

Lemma ��	� Consider any shifted variable metric method satisfying ���
�������� with
�� � ��a�a� Then

�sTB�s � �c� ������

�



Proof� Assumption �� � ��a�a implies 
� � ���b��a�� � �b����aa� � �c��a by the
Schwarz inequality� Observing that � yTBy�yTy � �kBk � � by �����	 we obtain

�yTBy � c � yTBy��a � c� Since �s � s� 
y	 we get

�sTB�s � c��
sTBy�
�yTBy � c��

q
cyTBy�
�yTBy � c��c�c � �c� �

Theorem ��	� Consider the shifted variable metric method ���� satisfying Assump�
tion ��� and Assumption ��� with the line search method ful�lling �
�
���
���� Let the
objective function satisfy Assumption ��
� Then for every  � �� �� ������ holds�

Proof� Since �a�b � G�G � by Lemma ��� and �� � 	 
 � 	�b��a by �����	 we deduce
�� �  �� � �	 where � � �	 �G	 � � � 	�G� Combining Lemma ���	 Lemma ��� and
Lemma ���	 we �nd
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�
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�b
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��a

�N
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	�� � � G
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� C�
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b
� ������

Observing that detH � �N � �N by �����	 we get by ������

C�
�
�

�N

detH�

� detHk��

detH�

�
k��Y
i��

detHi��

detHi
� Ck

�

k��Y
i��

ci
bi
�

k � �	 which yields
Pk��

i�� ci�bi � k�
Qk��
i�� ci�bi�

��k � kC
��k
� �C� with C� � �	 C� � ��

Now we show that ������ holds� From ����� and gTHg � �gT g by ����� we obtain

k��X
i��

cos��i �
k��X
i��

�gTi Higi��

gTi gi g
T
i H
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i gi

�
k��X
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gTi Higi
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bi
sTi si
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bi
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k��X
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�iG
ci
bi
� k

� GC
��k
�

C�

�

k � �	 by Lemma ���� Thus
P
�

i�� cos
��i � 
 and ������ follows from Theorem ���� �

Note that assumption �� � ��a�a gives reasons for the choice of damping coe
cient

� �
q
��a�a for the shift parameter � �see ��	 recall that we require � � � for �a � ���

All assertions here can also be proved	 if we use the modi�ed quasi�Newton condition
������ with correction parameter �	 satisfying 	�	 � 	�

��	 Global convergence of limited�memory methods

In this section we denote v� � �cAy��bABs	 v� � �aABs��bAy	 q� � ��p��v�	 q� � ��p��v�

and �w �
q
��
�
��a��b��s�Ay

�
as in ��� First we recall the following general forms of

type � update formula ������ and ������ in �� for �� �� � �which implies �a�c �� � by the
Schwarz inequality�

�

�
A� � A �

	

�

�s�sT

�b
� AyyTA

�a
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q�q
T
� � v�v

T
�

�a��
� qT� y � �� ������

� A �
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�s�sT

�b
� ABssTBA

�c
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q�q
T
� � v�v

T
�

�c��
� qT� y � �
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�note that in case �� � � the choice of q� or q� is irrelevant	 see ��	 and we can use e�g�
the shifted DFP method	 which does not violate global convergence by Theorem �����
Using identity �a�v�vT� � ��ABssTBA� � �c�v�vT� � ��AyyTA�	 the last form can be written

�

�
A� � A �

	

�

�s�sT

�b
� AyyTA

�a
�

q�q
T
�

�c��
� v�v

T
�

�a��
� qT� y � �� ������

which is ������ with q�q
T
� ��a replaced by q�q

T
� ��c� First we prove the following basic

assertion�

Theorem ���� Let ��k �� �� k � �� Consider the shifted variable metric method ���	�

with q� � � �w � �v� �or ����� with q�
q

�a��c � � �w � �v��� satisfying Assumption ���

and Assumption ��� with the line search method ful�lling �
�
���
���� Let the objective
function satisfy Assumption ��
� If �� � �� � � and  � �� ��� then ������ holds�

Proof� Obviously	 we can restrict to update ������� Assumption q� � � �w � �v� yields

q�q
T
� � v�v

T
� � �� �w �wT � �� �wvT� � ��v� �wT � ��� � ��v�v

T
� � ������

If �� � �	 condition �� � �� � � implies � � � and ������ represents the shifted DFP
method	 which is globally convergent by Theorem ���� If �� � �	 we can write by ������

q�q
T
� � v�v

T
�

�a��
�

�

�a

�
�a
�b

�s�Ay
��

�a
�b

�s�Ay
�T
� uuT � u �

��� ���v� � �� �wq
�a���� � ���

�

where � � ����� � ��� �  � �� Thus ������ represents update ����� with adding
term�uuT � Without this adding term	 this update satis�es assumptions of Lemma ����
Therefore	 in view of identity det� �H� �uuT � � det �H����uT �H��

� u�	 inequality ������
holds and the desired result follows as in the proof of Theorem ���� �

Corollary ���� Let the objective function satisfy Assumption ��
� For the shifted vari�
able metric methods SSBC� NSBC and DSBC described in ��� �method DSBC is denoted
DVSBC in ����� satisfying Assumption ��� and Assumption ��� with  � �� �� and with
the line search method ful�lling �
�
���
���� ������ holds�

Proof� It follows from Theorem ��� in �� that �� � �� � � for all three these methods
and we use Theorem ���� �

Now we concentrate on update ������ with the choice ������	 which is type � method
with p� � �Ty�yTTy� Thus pT� y � ��	 yielding qT� y � ��� � vT� y � �� Therefore we
can express this update in the form ������ �see ��� and the following theorem enables
us to derive its global convergence from update ������

Theorem ���
� Let  � �� Consider update ���
�� with the choice ���
�� and with

Ty � �s � ��ABs� ��Ay� ������

If
��a�� � �b�� � �a�c��� � �b�� ������

holds� then the assumption �� � �� � � of Theorem ��� is satis�ed�

��



Proof� From p� � �Ty�yTTy and ������ we obtain

q� � ��p� � v� � ���
�s� ��b��a�Ay � ��ABs � ��� � �b��a�Ay

�b � �b�� � �a��
� �cAy � �bABs
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��b
p

��

�a
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��b � �b�� � �a���

�w �
�b�b��a � �c�� � �b��

�b � �b�� � �a��
v�

�
�

s
�c

�a
�� �w � �v���

using identities

���� � �b��b � �b�� � �a��� �
�
�b�b��a � �c�� � �b��

�
�a�

������ � �b��a� � �c��b � �b�� � �a��� �
�
�b�b��a � �c�� � �b��

�
�b�

Thus we have

�� � �� �
���b�� �

h
�b��a�� � �b� � �a�c��

i�
�a�c��a�� � �b � �b����

�
���b�� � �b���a�� � �b�� � ��a�b�c����a�� � �b� � �a��c����

�a�c��a�� � �b�� � ��a�b�c����a�� � �b� � �a�b��c���

� �� ��
��a�� � �b�� � �a�c��� � �b��

�a�c��a�� � �b � �b����
� �

by ������ and �� � �� �

Corollary ���� Consider the shifted variable metric method ����
� satisfying Assump�
tion ��� and Assumption ��� with the line search method ful�lling �
�
���
���� Let the
objective function satisfy Assumption ��
� Then ������ holds�

Proof� Choosing �� � �� � � in ������	 ������ gives  � � and it su
ces to use
Theorem ��� with  � �� �

This approach cannot be used for method ������	 which uses �� � � and ��� �
���	��b��c by ������� Then condition ������ has the form �a��	 � �b�� � ���	 which
cannot be satis�ed in general� Fortunately	 similar assertion as Lemma ��� holds�
Denote again �H� ���I � A� �

Lemma ���� Consider the shifted variable metric method ������ in the form

���
p
��U� � U � p qTU� p � �s� ����	�ABs� q � �y � �Bs��pTy� ������

with �� � �	����b��c and ��b � �� Then
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Proof� Update ������ can be written �����A� � A�AqpT � pqTA � qTAq ppT 	 or

�

�
�H� � H���

�
I �

B����qTAq p�Aq��qTAq p�Aq�TB��� �B���AqqTAB���

qTAq

�
H����

Since det�I � �u � v��u � v�T � vvT� � juj� � �� � uTv�� � juj�jvj� �see the proof of
Lemma ����	 we obtain

det� �
�

�H���detH � qTAq � pTBp � ��� pTBAq��� pTBp � qTABAq�

Observing that qTABAq � qTAq��qTq���qTBq and ��pTBAq � ��pT q��pTBq �
���pTy�pTBs� �pTBq	 we �nd by the Schwarz inequality
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�

and by assumptions� �

Lemma ���
� Consider the shifted variable metric method ������ satisfying Assump�
tion ��� and Assumption ��� with j�j � �C for some � � �C �
� Then

pTBp � �c  � � � �C ��	 �� �� ������

Proof� Observing that �sTB�s�sTB�s � �kBk � �	 we get sTBABABs � c �
��sTB�s � ��sTB�s � c� �sTB�s � c� Using Lemma ���	 we obtain

pTBp � jB�����s� ����	�ABs�j� � ��sTB�s� ����	��c � � �c � � � �C ��	 �� �� �

Theorem ����� Consider the shifted variable metric method ������ satisfying Assump�
tion ��� and Assumption ��� with the line search method ful�lling �
�
���
��� and with

�k � �sgn�bk min
�

�C�
q

�	k��k��bk��ck

�
� k � �� ������

for some �� �C�
� If the objective function satisfy Assumption ��
� then ������ holds�

Proof� Using Lemma ���	 Lemma ��� and Lemma ����	 we can proceed in the same
way as in the proof of Theorem ���� �

Note that all assertions here can also be proved	 if we use the modi�ed quasi�Newton
condition ������ with correction parameter �	 satisfying 	�	 � 	�

��



� Computational experiments

Our new limited�memory VM methods were thoroughly tested	 using the collection of
relatively di
cult problems with optional dimension chosen from �� �Test ��	 many of
problems are dense�	 collection of problems for large�scale nonlinear least squares from
�� �Test ��	 sparse but usually ill�conditioned problems� and collection of problems for
general sparse and partially separable unconstrained optimization from �� �Test ��	
usually well�conditioned problems�� We have used m � ��	 �� for N � ���� and
m � �	 �� for N � ����	 the �nal precision jg�x��j�����	  � � for the corresponding
shifted Broyden class �methods SSBC	 NSBC and DSBC	 see ��� and the choice of the
shift parameter � after ��� For starting iterates we use the shifted BFGS method�

Results of our experiments are given in four tables	 where NIT is the total number
of iterations �over all problems�	 NFV the total number of function and also gradient
evaluations	 �Fail denotes the number of problems which were not solved successfully
�usually NFV reached its limit� and �Time is the total computational time�

m � �� m � ��
Method NIT NFV Fail Time NIT NFV Fail Time
SSBC ����� ����� � ������ ����� ����� � ������
NSBC ������ ������ � ������ ������ ������ � �������
DSBC ������ ������ � ������ ����� ����� � ������
VAR� ����� ����� � ������� ����� ����� � �������
VAR� ����� ����� � ������ ����� ����� � ������

NS ����� ����� � ������ ����� ����� � ������
BNS ����� ������ � ������ ����� ������ � ������
RH ����� ������ � ������ ����� ������ � ������

CGM ������ ������ � �������

Table � �Test ��	 N � ����	 �� problems�

m � �� m � ��
Method NIT NFV Fail Time NIT NFV Fail Time
SSBC ����� ����� � ����� ����� ����� � �����
NSBC ����� ����� � ����� ����� ����� � �����
DSBC ����� ����� � ����� ����� ����� � �����
VAR� ����� ����� � ����� ����� ����� � �����
VAR� ����� ����� � ����� ����� ����� � �����

NS ����� ����� � ����� ����� ����� � �����
BNS ����� ����� � ����� ����� ����� � ������
RH ����� ����� � ����� ����� ����� � �����

CGM ����� ����� � �����

Table � �Test ��	 N � ����	 �� problems�

The �rst three rows of tables give results for various methods described in ���
SSBC ! the simple method based on the shifted Broyden class with q� � �w	 NSBC !
the method nearest to the shifted Broyden class and DSBC ! the method with direction

��



vector after the shifted Broyden class� Then results for the new variationally�derived
limited memory methods follows� VAR� ! method ������ and VAR � ! method ������
with �	 �

p
�� in Table � and Table � and �	 � � in Table � and Table �	 see Section ����

For comparison	 the last four rows contain results for the following limited�memory
methods� NS ! the Nocedal method based on the Strang formula	 see ��	 BNS ! the
method after ��	 RH ! the reduced�Hessian method described in �� and CGM ! the
conjugate gradient method �Hestenes and Stiefel version�	 see ��� Note that methods
BNS and NS store m pairs of vectors and method CGM stores no additional vectors�

m � �� m � ��
Method NIT NFV Fail Time NIT NFV Fail Time
SSBC ����� ����� � ����� ����� ����� � �����
NSBC ����� ����� � ����� ����� ����� � �����
DSBC ����� ����� � ����� ����� ����� � �����
VAR� ����� ����� � ����� ����� ����� � �����
VAR� ����� ����� � ����� ����� ����� � �����

NS ����� ����� � ����� ����� ����� � �����
BNS ����� ����� � ����� ����� ����� � �����
RH ����� ����� � ����� ����� ����� � �����

CGM ����� ����� � �����

Table � �Test ��	 N � ����	 �� problems�

m � � m � ��
Method NIT NFV Fail Time NIT NFV Fail Time
SSBC ������ ������ � ������� ����� ����� � �������
NSBC ������ ������ � ������� ����� ����� � �������
DSBC ������ ������ � ������� ����� ����� � �������
VAR� ����� ����� � ������ ����� ����� � �������
VAR� ����� ����� � ������ ����� ����� � ������

NS ������ ������ � ������ ����� ����� � �������
BNS ������ ������ � ������� ����� ����� � �������
RH ����� ������ � ������� ����� ������ � �������

CGM ����� ������ � ������

Table � �Test ��	 N � ����	 �� problems�

Results of computational experiments imply several conclusions� First	 new varia�
tionally�derived methods VAR� and especially VAR� are usually better than methods
SSBC	 NSBC and DSBC proposed in ��� These new methods give best results for
sparse well�conditioned problems	 but they can be outperformed by standard limited
memory methods �e�g�	 NS and RH� in the sparse ill�conditioned case� New methods
work also well for problems contained in Test ��	 measured by the total number of
function evaluations� The worse computational time in Table � is caused by larger
number of function evaluations in case of several time consuming dense problems�

��
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