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Abstract:

Fuzzy Turing machines and fuzzy languages were introduced by Zadeh, Lee and Santos in nineteen sev-
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1 Introduction

In this paper we will concentrate to the investigation of computational power of fuzzy computations.
This, of course, depends much on the precise definition of the respective computations. Unfortunately,
the formal notion of fuzzy computations seems to be quite fuzzy indeed. Attempts to define it have
been around since the dawn of the notion of fuzzy algorithms by Zadeh in late nineteen seventies
(cf.[6]). In those days fuzzy variants of Turing machines, Markov algorithms, and finite automata (cf.
[5],[6]) have been proposed and also fundamentals of fuzzy language theory have been established [3].
Surprisingly, despite of a rich application potential of fuzzy computing (e.g. as embodied in fuzzy
control systems) no sufficient attention has been paid to the investigation of recursive–theoretical
limits of fuzzy computations.

In order to do so one needs an agreed-upon machine model whose computations will serve as a
paradigmatic example of fuzzy computing. No doubts that any attempt to define such a model should
start at the same level as in the classical computability (or complexity) theory, i.e. within the classical
framework of Turing machine theory. In doing so the above mentioned earlier approaches enhanced
by the recent progress in developing the sound (meta)mathematical foundations of fuzzy logic (cf. [1])
should be taken into account.

The benefits from having a formal, generally accepted Turing-machine-like model of fuzzy com-
putations are obvious: such a model would enable a systematic study of the power and efficiency of
fuzzy computing, would allow its comparison with standard models of computing and, last but not
least, would enable a transfer of known results between the domain of crisp and fuzzy computing.

The aim of this paper is to propose a candidate model for computability and complexity investi-
gations of fuzzy computations and to bring first results along the respective lines. Similarly as earlier
approaches (cf. [5] or [6]) this model is based on a generalization of a classic notion of a (nondeter-
ministic) Turing machine. Moreover, it is designed so as to be compatible with recent developments
aiming at rigorous mathematical foundations of fuzzy logic. Contrary to the earlier approaches its
acceptance criterion is adjusted so as the resulting model obeys the Church-Turing thesis. Thanks to
this fact the model is more general and more ‘practical’ than its forerunners. It covers a full spectrum
of specific t–norms some of which were treated separately in early days of fuzzy computing. Thanks
to its modified acceptance criterion the computational power of this model does not exceed that of
the classical models what opens the way of its realization by the latter models (e.g. by neural nets).

In Section 2 we will define the basic variant of a fuzzy Turing machine — viz. the one that makes
use of a fuzzy instruction set. It accepts its inputs with various truth degrees which also depend on
the choice of the underlying t–norm. This norm presents the link to the respective fuzzy predicate
calculus. The classical notion of acceptance by a fuzzy Turing machine is considered first. Due to our
more general definition of a fuzzy Turing machine a proof that the respective definition of acceptance is
sound is needed. In Section 4 a result showing that the languages accepted by nondeterministic variants
of fuzzy Turing machines with the classical acceptance criterion are not recursively enumerable ones.
This is in contrast to deterministic variants which accept languages which are recursively enumerable.
In Section 5 we propose a modified acceptance criterion that leads to fuzzy Turing machines that obey
the Church-Turing thesis while retaining their generality and relation to crisp machines. In Section 6
the merit of the presented results is discussed.

For easier understanding of fuzzy logics background the acquaintance with e.g. the second chapter
of the monograph [1] is to be recommended. For fundamentals of computability and formal language
theory cf. [2].

2 Fuzzy Turing machines

Inspired by the earlier proposals of fuzzy Turing machines (especially those from [5] and [6]) we define
our basic variant of a fuzzy Turing machine. The general design idea is that the machine accepts words
of a (fuzzy) language and at the same time it determines the membership degree of each accepted
word in the respective language. The machine will be obtained from the standard nondeterministic
Turing machine by fuzzification of its ‘instruction set’. The membership degree of each accepted word
is derived from so-called truth degrees associated with each computational path. These truth degrees
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are computed by a special truth function called t–norm. This t–norm determines the kind of fuzzy
propositional calculus in which the respective computations can also be described (cf. [1]). Specific
variants of fuzzy Turing machines, among them also the one defined originally by Santos [5], can be
obtained by choosing a particular t–norm.

Next we proceed to the definition of a fuzzy Turing machine. Prior to giving the respective
definition we introduce the definition of a t–norm (cf. [1]).

Definition 1 A t–norm is a binary operation ∗ on [0,1] (i.e. t: [0,1]2 → [0,1]) satisfying the following
conditions:

1. ∗ is commutative and associative, i.e for all x, y, z ∈ [0, 1] we have x ∗ y = y ∗x and (x ∗ y) ∗ z =
x ∗ (y ∗ z);

2. ∗ is non–decreasing in both arguments, i.e. x1 ≤ x2 implies x1 ∗ y ≤ x2 ∗ y and y1 ≤ y2 implies
x ∗ y1 ≤ x ∗ y2;

3. for all x ∈ [0, 1] we have 1 ∗ x = x and 0 ∗ x = 0.

(Note that we do not require a continuity of the t–norm.) For the sake of simplicity, we will
introduce only the definition of a single–tape fuzzy Turing machine since we will be mainly interested
in its principal computational abilities and less in its effectiveness.

Definition 2 A nondeterministic single–tape fuzzy Turing machine (Fuzzy-NTM) is a ten–tuple F =
(S, T, I,Δ, b, q0, qf ,M, μ, ∗) where:

1. S is the finite set of states;

2. T is the finite set of tape symbols, to be printed on a tape that has a left-most cell but is
unbounded to the right;

3. I is the set of input symbols; I ⊆ T ;

4. Δ is the next-move relation which is a subset of S × T × S × T × {−1, 0, 1}. For each possible
move of F there is an element δ ∈ Δ with δ = (s1, t1, s2, t2, d). That is, if the current state is
s1 and the tape symbol scanned by the machine’s head is t1, F will enter the new state s2, the
new tape symbol t2 will rewrite the previous symbol t1, and the tape head will move in direction
d. (In the previous relation symbol −1 (1) denotes a move by one cell to the left (right) and 0
denotes no move.)

5. b, in T − I, is the blank;

6. q0 is the initial state;

7. qf is the final, or accepting state;

8. M is a finite subset of the real interval [0,1], of cardinality |M | > 0;

9. μ : Δ → M is a function that to each move δ assigns the truth degree μ(δ) of its membership
in Δ

10. ∗ is a t–norm.

Note that the membership degree of δ ∈ Δ equals the truth degree of the proposition “δ is an
element of Δ”. For δ = (s1, t1, s2, t2, d) ∈ Δ we will define a predicate Δ(s1, t1, s2, t2, d) and we will
say that the truth degree of Δ(s1, t1, s2, t2, h) equals α if and only if μ(δ) = α.

The notion of computation is defined as usual with the help of instantaneous descriptions (IDs).
An instantaneous description Qt of F working on input w at time t > 0 is a unique description of
machine’s tape, of its state and of the position of the machine’s head after performing its t-th move
on input w. If Qt and Qt+1 are two IDs we will write Qt �α Qt+1 and say that Qt+1 is reachable
in one step from Qt with truth degree α if and only if there is a possible move in Δ, with truth
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degree α, leading from Qt to Qt+1. On input w the machine starts its computation in the respective
initial ID Q0. This is an ID describing the tape holding a string of n input symbols (the so–called
input string, or input word), one symbol per cell starting with the leftmost cell. All cells to the right
of the input string are blank. The head is scanning the leftmost cell and the current state is q0.
From the initial ID the computation proceeds to IDs that are reachable in one step from Q0, etc. If
Q0 �α0 Q1 �α1 Q2 . . . �αk−1 Qk, with α0, . . . , αk−1 ∈ M we say that Qk is reachable from Q0.

Now we establish a relation between the truth degrees of individual moves and those of achieving
individual IDs. In order to do so note that, intuitively, within the propositional calculus belonging to
the respective t–norm, for a particular move δ = (s1, t1, s2, t2, h) ∈ Δ its membership degree α = μ(δ)
can be interpreted as the truth degree of the proposition “at each time t, when the machine is in
state s1, its head is scanning the i-th cell with symbol t1, the machine will subsequently enter state s2,
rewrite the scanned symbol by t2 and move its head in direction h”. Then, this truth degree can be
extended to any ID of F reachable from its initial ID as follows.

Let Qt be reachable from Q0 via a computational path Q0 �α0 Q1 �α1 Q2 . . . �αt−1 Qt, with
α0, . . . , αt−1 ∈ M, let D((Q0, Q1, . . . , Qt)) denote the truth degree of the proposition “after t steps,
starting from Q0 and proceeding along the computational path Q0 �α0 Q1 �α1 Q2 . . . �αt−1 Qt, the
instantaneous description of F is Qt”. The corresponding evaluation function D is defined as

D((Q0, Q1, . . . , Qt)) =
{

1, t = 0
D((Q0, Q1, . . . , Qt−1)) ∗ αt−1, t > 0 (∗)

Thus, the above mentioned truth degree is being ‘adjusted’ along any computational path with
the help of the respective t–norm which acts as the truth function of the (strong) conjunction & (cf.
[1]). Due to nondeterminism it may happen that Qt is reachable from Q0 via different computational
paths. Therefore, the ‘path independent’ truth degree d(Qt) of the proposition “after t steps, starting
from Q0 the ID of F is Qt” is defined as

d(Qt) = max{D((Q0, Q1, . . . , Qt))}
where the maximum is taken over all computational paths leading from Q0 to Qt.

A sequence Q0, Q1, . . . , Qq of IDs is called an accepting sequence of IDs of F on input w, if and
only if Q0 is an initial ID, Qi−1 �αi Qi for 1 ≤ i ≤ q, and Qq is an accepting ID (i.e. such ID that
contains the final state qf ). If an accepting ID Qq is reachable from q0 on input w we say that w is
accepted with truth degree d(Qq).

3 The classical acceptance criterion

Now we are in a position to define the acceptance criterion for a fuzzy Turing machine. We will
first consider the original criterion from the earliest papers by Lee, Santos and Zadeh from nineteen
seventies (cf. [3], [5], or [6]). For the further purposes we will refer to this criterion as to the classical
acceptance criterion.

A Fuzzy-NTM works as a (fuzzy) language acceptor as follows. The tape symbols of the machine
include the alphabet of the language, called the input symbols, a special symbol blank, denoted b, and
perhaps other symbols.

Definition 3 (The clasical acceptance criterion) Let F = (S, T, I,Δ, b, q0, qf ,M, μ, ∗) be a Fuzzy-
NTM. The input string w is accepted with truth degree e(w) by F if and only if

• there exists an accepting ID reachable from the initial ID Q0 on input w;

• e(w) = maxQ{d(Q)|Q is an accepting ID reachable from Q0}
Next we show that the previous definition is sound — i.e. that the maximum e(w) of truth degrees

of accepting IDs over all accepting paths (if there is at least one) always exists.2 Therefore consider
2Note that for the case of Gödel norm (as studied in [5] and [6]) such a proof is not needed since in this case e(w) ∈ M ,

i.e. the maximum is taken over a finite set.
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the commutative ordered semigroup G = 〈[0, 1], ∗,≤〉, where ∗ is a t-norm. Let M = {α1 < α2 <
. . . < αk} ⊂ [0, 1] be the set of instruction membership degrees from Definition 2, let G(M) be a
subsemigroup of G generated by M. Syntactically, the elements of G(M) are formed by ‘products’ of
elements of M. Referring to the commutative and associative properties of the respective t-norm the
elements of G(M) take the form αsk

k ∗α
sk−1
k−1 ∗ . . . ∗αs1

1 , with 1 ≥ αk > αk−1 > . . . > α1 > 0 and si ≥ 0
for 1 ≤ i ≤ k. In the previous expression we wrote αk to denote the product α ∗ α ∗ . . . ∗ α having k
factors. Each element α ∈ G(M) of the previous form is uniquely determined by an integer k-tuple
s = (sk, sk−1, . . . , s1). Such a k-tuple will be called a tuple representation (w.r.t. the subalgebra G(M))
of the respective element. The length of a tuple s is len(s) = sk+sk−1+. . . s1. Let τk[αk, αk−1, . . . , α1] :
Zk → [0, 1] be the function that to each k-tuple representation of an element of G(M) assigns the
respective real number in [0,1]. Instead of τk[αk, αk−1, . . . , α1] we will also write τk[M ] or simply τk.
Thus, under the previous notation, for element α ∈ G(M) represented by k-tuple s we have τk(s) = α.

Over the tuple representation of elements of G(M) we will consider the partial order ‘�’ defined
as follows: we will say that tuple s = (s1, s2, . . . , sk) dominates tuple r = (r1, r2, . . . , rk) (written as
r � s), or that r is dominated by s if and only if ri ≤ si for i = 1, 2, . . . , k. If an element dominates
another one we say that the two elements are comparable. Considering the properties of the respective
t-norm we can prove the following proposition.

Proposition 1 If r � s then τk(r) ≥ τk(s).

A set D of k-tuples from G(M) is called independent if and only if no two its elements are compa-
rable.

Proposition 2 For any k ≥ 1, with |M | = k, any independent subset of k-tuples from G(M) is finite.

Proof: Assume that there would be an infinite independent subset Dk of k-tuples of G(M). We will
show that then there must exist infinite independent sets of i-tuples for any 1 ≤ i < k.

Choose any s = (s1, s2, . . . , sk) from Dk and consider a decomposition of Dk into all subsets
consisting of elements whose i-th component is fixed to some value between 0 and si, for i = 1, 2, . . . , k.
Each k-tuple r ∈ Dk must fall into at least one of such subsets since, thanks to independence of Dk, at
least one of the components of r must be less than the corresponding component of s. There is a finite
number of such subsets (which need not be mutually disjoint) and their union equals Dk. Because
there is at most a finite number of such subsets, some of them must be infinite, since otherwise Dk

would be finite. Choose any such infinite subset corresponding to some fixed component value of its
i-th component and remove this component from all the corresponding k-tuples. As a result we get
an infinite independent set Dk−1 of (k − 1)-tuples.

Now repeat the previous construction with set Dk−1 until we get the decomposition of the given
infinite independent set into a finite number of independent subsets of a finite size. But this would
contradict the assumption on the infiniteness of the original set. Note that at the latest such a situation
will occur when we reach k = 1 since there is no infinite independent set of elements which consist of
a single component.

Thus, the assumption that Dk was an infinite independent set was wrong.
�

Next we show that that G(M) is well-ordered w.r.t. the standard ordering ‘≤’, i.e. each subset of
G(M) has a maximal element.

Lemma 1 Let F be a subset of G(M). Then F contains a maximal element, i.e. there is an element
a ∈ F such that x ≤ a for all x ∈ F.

Proof: Assume that there is no maximal element in F. In this case to each element x1 ∈ F there would
be element x2 ∈ F, with x1 < x2, etc. Thus, there would be an infinite increasing chain x1 < x2 < . . .
of elements of F. We show that in this chain there must exist i and j such that i < j and xi ≥ xj.

To see this consider the infinite sequence of k-tuples corresponding to the elements of the previous
chain. Since there is but a finite number of tuples of each length, in this sequence there must be an
infinite sub-sequence consisting of tuples of non-decreasing length. In this sub-sequence tuples are
either incomparable or there exist pairs of comparable tuples. In the former case the respective tuples
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will form an infinite independent set which, thanks to Proposition 2 cannot exist. In the latter case
let there be two indices i, j with i < j and two comparable tuples r and s in the subsequence such
that τk(r) = xi and τk(s) = xj. In this case since len(r) ≤ len(s) the only possibility concerning the
relation between r and s is r � s and consequently τk(r) ≥ τk(s) (by Proposition 1). But this means
that xi ≥ xj what is a contradiction with the assumption of the respective sub-chain ordering.

It follows that there are no infinite increasing chains in F and therefore it must contain the maximal
element.

�

Corollary 1 Let F be a Fuzzy-NTM, let w be any input, let A = ∅ be the set of all accepting IDs of
F on input w, let d be the evaluation function. Then the set {d(A)|A ∈ A} contains an element with
a maximal truth degree.

Proof: Consider the computational tree T of F on input w. To each path in T of form Q0 �αi0 Q1 �αi1

Q2 . . . �αir Qr+1, with r ≥ 0 and αij
∈ M, an element αi0 ∗ αi1 ∗ . . . αir

∈ G(M) is assigned. Hence,
to each accepting ID A ∈ A there is a corresponding element αA ∈ G(M) whose value equals to the
truth degree of A. Let F = {αA|A ∈ A} be the set of elements corresponding to all accepting IDs in T.
Clearly, F ⊆ G(M) and hence, according to Lemma 1 there exists its maximal element α. Obviously,
the corresponding ID A from A will get the maximal truth degree d(A) ∈ [0, 1].

�

Now we proceed to the definition of fuzzy languages. The idea is to define a fuzzy language as
a fuzzy set of words. That is, each word from the respective language belongs to it with a certain
membership grade which is a real number between 0 and 1. This definition can be found already in
[3] (but also in recent papers, such as [4]) which seems to be the first paper dealing with formal fuzzy
languages. If such a language is recognized by a fuzzy Turing machines then the membership grade
of each accepted word is equal to its acceptance truth degree.

Definition 4 The fuzzy language accepted by F is the fuzzy set of ordered pairs

LF = {(w, e(w))| w is accepted by F with truth degree e(w)}

Function e in the context mentioned above is also called membership function of LF . Observe that
in Definition 4 only words with the maximal acceptance degree are considered. It is important to
realize that F does not ‘print’ the truth degree e(w) corresponding to the accepted word w. In fact,
this would also be principally impossible due to the fact that truth degrees are real numbers. Rather,
this truth degree is only defined by Definition 3, but not computed by F . In the next section we
prove that in general it must be so since fuzzy Turing machines with the classical acceptance criterion
can also recognize some non-recursively enumerable languages, i.e languages with a non-computable
characteristic function.

Note that in case when μ(δ) = 1 for all δ ∈ Δ the Fuzzy-NTM equals the classical acceptance
criterion the standard NTM as defined e.g. in [2]. Such a machine is also called a crisp Turing
machine.

4 The power of classical fuzzy Turing machines

We prove a result concerning the super-Turing computing power of Fuzzy-NTMs with the classical
acceptance criterion.

Theorem 1 There exist non r.e. languages accepted by Fuzzy-NTMs with the classical acceptance
criterion.

Proof: Let K be the ‘standard’ undecidable language that corresponds to the HALTING PROBLEM
(cf. [2]). Consider a Fuzzy-NTM F that has a single nondeterministic branch which is the only fuzzy
instruction of F . This branch leads from the initial ID either
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• via an instruction with truth degree 0 to an accepting state or

• via an instruction with truth degree 1 to an ID that is the starting point of a deterministic
computation that enumerates K and eventually accepts w if and only if w ∈ K.

The language L accepted by F is the union of two sets {(w, 0)| w ∈ K} and {(w, 1)| w ∈ K}. If
L were computationally enumerable (i.e. if there were a crisp machine simulating F in the sense as
mentioned above) then we obtained as a contradiction that the complement of K, which is equal to
the set of all w such that (w, 0) ∈ L, would be computationally enumerable, too.

�

Corollary 2 There is no crisp Turing machine that could simulate any given Fuzzy-NTM with the
classical acceptance criterion.

Note that the assumption that machine F was a nondeterministic Turing machine was a crucial
one in the previous theorem. Namely, the deterministic Turing machine with fuzzy instruction set can
be simulated by crisp machines, in the following sense:

Theorem 2 If D is a Fuzzy-DTM with the classical acceptance criterion then there exists a (crisp)
deterministic machine C that simulates D and outputs the acceptance truth degrees in the tuple rep-
resentation (cf. Section 2 for the notion of tuple representation).

Proof: Machine C has no problems in simulating D since if a word is accepted by D then there is
exactly one computational path leading to acceptance that has to be followed by C. Following this
path C also computes the tuple representation of e(w). If on an input D runs forever then C will do
the same.

�

Corollary 3 Nondeterministic fuzzy Turing machines with the classical acceptance criterion are more
powerful than the crisp ones.

Thus, for machines with Zadeh et al.’s acceptance criterion fuzzy nondeterminism is more pow-
erful than fuzzy determinism, and also fuzzy nondeterminism is more powerful than the ‘pure’, crisp
nondeterminism.

Note that time–bounded fuzzy nondeterministic computations with the classical acceptance cri-
terion can be simulated by deterministic machines, thanks to the fact that there is a known upper
bound (which is equal to the time bound) limiting the depth of the underlying nondeterministic
computational tree that is to be traversed when looking for the accepting state.

5 Partially computable acceptance criterion

In the context of computability theory it would be desirable that also fuzzy Turing machines obey the
Church Turing Thesis. The reason why fuzzy Turing machine with the classical acceptance criterion
accept also non r.e. languages is nicely seen on the example of language L from the proof of Theorem
1. Here, the ‘non-recursive’ part of L, i.e language L1 = {(w, 0)| w ∈ K} ⊆ L is accepted thanks
to the fact that on input w ∈ L1 the computations following the branch with truth degree 1 never
reach the accepting state. Therefore they are ‘not considered’ in definition 4 and the accepting ID
with truth degree 0 is chosen is the one satisfying the classical acceptance criterion. Yet, from purely
computational point of view there is no computable evidence that this choice was correct. This
motivates the following revision of the original acceptance definition. First, modify the fuzzy machine
so that it will cycle in all halting states (i.e. in all accepting states and in all states from which there
is no continuation of the computation on a given input). The membership degree of the respective
‘cycling’ instruction from Δ will be set to 1. This will cause that all computational paths will be
infinite and the truth degree of the halting ID will be propagated downwards the tree infinitely. We
say that in the computational tree an ID Qk finds itself at depth k ≥ 0 if there is a computational
path from the initial ID Q0 to Qk of length k.
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Definition 5 (Partially computable acceptance criterion) Let F = (S, T, I,Δ, b, q0, qf ,M, μ, ∗)
be a Fuzzy-NTM. The input string w is accepted with truth degree e(w) by F if and only if

• on input w, the computation of F reaches an accepting ID Qk at depth k and e(w) = d(Qk);

• evaluation d(Qk) is not less than the evaluations of all IDs at the same depth

• k is the minimal depth at which such accepting ID exists.

Now the proof that the above definition is sound is almost obvious since thanks to the properties
(cf. Proposition 1) of the t–norm along any computational path the truth degree of IDs do not
increase. Therefore the maximum of truth degrees of ID on any level is no less that the truth degrees
of IDs at lover levels.

Proposition 3 Deterministic fuzzy Turing machines and crisp machines with either classical or par-
tially computable acceptance criteria are equivalent.

Proof: In the case of deterministic fuzzy Turing machines to each input there is at most one accepting
path and therefore both acceptance definitions coincide. In the case of crisp nondeterministic machines,
it does not matter which accepting path is selected since all get the truth degree 1.

�

Note that unlike the classical criterion, the new criterion leads to a reasonable definition of time
complexity of fuzzy computations based on the acceptance depth. Once a word is accepted at some
depth, then a proof can be delivered that the respective truth degree of acceptance is indeed the
maximal one as required by the Definition 5. The length of this proof depends on the acceptance
depth. Nothing like that is possible for languages recognized by a fuzzy Turing machine equipped
with the classical criterion (consider e.g. the case of language L1 from the beginning of this section).

For partially computable acceptance criterion we can define the notion of fuzzy languages much
in the same way as in Definition 4. However, in a contrast to Theorem 1, now the class of fuzzy
languages recognized by fuzzy Turing machines with partially computable acceptance criterion will
be ‘computable’, in the following sense.

Theorem 3 Let M ⊆ [0, 1] ⊂ Q be a finite set of rational numbers, let ∗c be a computable t-norm.
Let G = 〈[0, 1], ∗c,≤〉 be a commutative ordered semigroup and G(M) its sub-semigroup generated
by M. Let F = (S, T, I,Δ, b, q0, qf ,M, μ, ∗c) be a Fuzzy-NTM with a partially computable acceptance
criterion.

Then a fuzzy language L is recognized by F if and only if the membership function of L is a partially
computable function over G(M).

Proof: Consider an input w to F and simulate the actions of F by a deterministic Turing machine D
in the following way. Machine D traverses the computational tree T of F in a breadth first manner.
For each ID reached D computes the respective truth degree from G(M). This is possible thanks to
the fact that ∗c is a computable function and M is a set of rational numbers. Once completing the
simulation of one level in T machine D checks whether there was an accepting ID at this level with
a maximal evaluation e(w) from among evaluations of all IDs at this level. If so then D accepts w
and outputs e(w). Otherwise D resumes the simulation. Therefore the membership function of L is
partially computable.

To prove the reverse statement assume that the membership function of L is partially computable
over G(M). That is, there is deterministic Turing machine D that, given input w and set M and
t-norm ∗c as above computes e(w) by applying operator ∗c to elements of G(M). We assume that
there is a deterministic Turing machine N that, given x, y ∈ G(M), with x, y,∈ Q on its input tape,
computes and prints x∗c y on its output tape. Thus, in order to compute x∗c y machine D calls N as a
subroutine. Modify D into a machine D′ that along with e(w) also computes its tuple representation
s, with τk(s) = e(w).

Let F = (S, T, I,Δ, b, q0, qf ,M, μ, ∗c) be a deterministic fuzzy Turing machine with a partially
computable acceptance criterion. On input w machine F faithfully simulates D′ by crisp instructions
until tuple s = (s1, s2, . . . , sk) is computed. This means that e(w) = αsk

k ∗ α
sk−1
k−1 ∗ . . . ∗ αs1

1 , with
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1 ≥ αk > αk−1 > . . . > α1 > 0, si ≥ 0 and αi ∈ M for 1 ≤ i ≤ k. Therefore, what remains to do
for F is to perform a sequence of moves that transform the current ID (with truth degree 1) to an
ID with truth degree e(w). This is simply achieved by following the structure of s and subsequently
performing si moves with truth degree αi, for i = 1, 2, . . . , k. Then F enters the accepting state whose
truth degree clearly is e(w) and this is the acceptance degree of w since F was a deterministic fuzzy
machine.

�

This result shows that fuzzy Turing machines with a partially computable acceptance criterion
satisfy the Church-Turing Thesis. It thus opens the way for simulating fuzzy computations by any
other device obeying this thesis. In particular, fuzzy computations can be simulated by RAMs,
(families of) neural nets, circuits, cellular automata, etc.

6 Conclusion

We have proposed a fuzzy variant of a nondeterministic Turing machine to serve as a formal model
of fuzzy computations. To do so we have generalized the earlier approaches and also adjusted the
originally considered acceptance criterion. The resulting model is fully compatible with the current
state of fuzzy logic theory and fits well into the family of devices obeying the Church–Turing thesis.
This model is intended to be used in computability and complexity-theoretic investigations aiming
at the power, limits and efficiency of fuzzy computations, rather than in design of efficient fuzzy
algorithms.
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