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Abstract

The electromagnetic cluster algorithm based on the method of neural
net for second level trigger is considered� The target is to separate two
kinds of events �em showers and jet showers� as good as possible� For use�
ful data �electrons� the �accept� signal is generated� Within a concept of
region of interest quidance the level two trigger uses full granularity infor�
mation from calorimeter and preshower inside one or more regions de�ned
at �rst level� So each event is represented by one or more matrices of inte�
gers corresponding to the energy release� These data are concentrated and
then classi�ed by a neural classi�er� There is need of rather high speed
processing as the data come with frequency of 	

 kHz� The neural net
with layered architecture and step nonlinearity is described� The results
showing the e�ciency of neural net approach are presented�

You can obtain programs and data sets mentioned in this paper in an
electronic form on the following ftp address� ftp�ftp�uivt�cas�czpubatlas
�
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� Introduction

In both low and high luminosity running of LHC the selection of events con

taining at least one or two electromagnetic �em� clusters is proposed �atl����
High
transverse
momenta electrons or photons indicate rare processes and give a
possibility to distinguish them from other physics processes� Em
cluster trigger
use selection cuts with transverse momenta �p�� lowest limit at 	 or � GeV�
which is much lower than the p� limit for jet triggers ��� or � GeV�� At p�
� 	 GeV the cross section is dominated by jets and the aim of em
trigger is to
recognize em showers from jet showers�

The information from calorimeters may be treated as signals or as pictures�
Signals are rather complicated multichannel ones� If the information is considered
to be a picture� it has rather small number of pixels �	 � 	� of a gray scale�

Electrons are about one million times more rare events than jets� Therefore�
jets must be �ltered out with a high quality� while the electron loss should be as
small as possible� The LHC will provide a bunch
crossing every 	� nanoseconds
�i�e� with frequency � MHz�� Then triggering must be performed just with this
frequency� It proceeds in two steps� First� the Level � trigger must reduce the
frequency of events from � MHz to � KHz� i�e� � times� Then the Level 	
trigger reduces frequency � times�

� Level�Two Triggering

Electromagnetic clusters selection in region of interest �RoI� concept proposed
at ATLAS detector �atl��� is done at two levels� The �rst level trigger �LVL��
is proposed to operate globally in the whole calorimeter� while the second level
�LVL	� will operate with restricted data from one or more RoIs de�ned by LVL��
While LVL� works with granularity ��� � ��� �� � ��� the LVL	 use the
full granularity of calorimeter cells �which is for em calorimeter �	� � �	���
The ROI can be described by a pair of matrices� their elements correspond to
individual sensors in the electromagnetic and hadronic calorimeters and their
values are given by energies measured by sensors� Every ROI forms something
like two gray
scale pictures consisting of �currently� 	�	 points �pixels� each�
These pictures are to be classi�ed as jets or electrons�

To achieve a rate reduction of a factor � � at LVL	� it is necessary to
operate on full
granularity data from several subdetectors and to combine their
information� It is not su�cient to repeat LVL� cluster algorithm with improved
resolution �atl����

LVL	 data processing is divided into three steps with� in each case� a reduction
in the amount of data to be passed to the following step�

�� Feature extraction�

�



	� Features for one region of interest from several subdetectors are combined
to form an object �e�g� the particle type��

�� Objects for all regions of interest are combined to form a global event de

cision�

The use of neural algorithm has been proposed in �BvK���b� as an alternative
for step 	 above� In this study a suitable feature extraction � preprocessing in
combination with neural net is considered�

Neural nets are capable of learning and then of identifying of rather complex
pictures or signals �Hak���� �LG���� The essential problem is a high required
speed� The neural algorithm must respect both complexity and speed of the
process�

� Data Concentration and Feature Generation

Electromagnetic detector provides input data in the �ne granularity �	���	��
These data are arranged in a matrix of 	�	 energy values� The original picture
	 times 	 pixels contains too many parameters to be classi�ed in a short time�
For neural net it would be 	�	 � � input values� This is principally possible
but net would be too complex and slow� For three
layer net with one neuron in
the �rst layer and two neurons in the second and the third layer for each input
has total 	 neurons� i�e� 	� times more than �� inputs net� Hence� either a
part of the picture� or some its features must be used� There are many other
ways how to concentrate the original data� They can be e�g��

� row� column� or diagonal sums that form directional histograms of the event�

� concentric squares or semi
circles around the event

� an extracted part of the picture with the prescribed shape�

� to split the original matrix of 	 � 	 values to � � � ���� submatrices of
� � � values each� The data from a submatrix is summed up to a single
value �subsum�� Thus one can form a new matrix of �� � subsums�

Most features require that the event must be �rst located� It implies �nding
the maximal value� the center of gravity� or the mean of the event� This is
an easy procedure for modelling on a computer� but repetitive computations
must be avoided in a practical realization� The problem may be solved by using
massive parallel electronic structures that perform all required summations and
comparisons simultaneously� Centering of the integral features around the mean
or maximum may essentially simplify the following classi�cation�

�



� Triggering Algorithm E�ciency

In this chapter we �rst show e�ciency of triggering algorithm not based on neural
nets� then the behavior of the neural net� Neural approache has been tested using
simulated data generated in CERN by ATLAS physics simulation group� The
data are the data after LVL� triggering and we use them to study the behavior
of the neural net designed for LVL	 triggering�

Let us consider that U � E�J events arises in a time unit T � Here E denotes
electron events considered to be useful and should not be lost� while jet events
J should be suppressed as much as possible� Let the portion of E
events in the
mixture be

P� �
E

E � J
�

It is supposed that this portion is very small� typically less than one millionth�
The next step of event classi�cation in ATLAS is designed to treat data with

some limited frequency� According to �atl���� p���� the output frequency of

LVL� �the LVL� rate� for isolated cluster or two isolated clusters is
�
� 	� kHz

and
�
� �	�� kHz for high and low luminosity� respectively� The LVL	 rate is

�
�

�� kHz ��� kHz for �e� �� kHz for � � �	 kHz for 	e� for high luminosity and
�
�

�	� kHz ��	 kHz for �e� �	 kHz for � � �� kHz for 	e � and �� kHz for 	�� for
low luminosity� Then the triggering system should reduce the original number of
events by at least reduction factor K� This factor is approximately K � ��

���

�
� �	

for high luminosity and K � ����
����

�
� �� for low luminosity�

Let the triggering process have the following parameters� jerr is the J
events
error� i�e� the portion of J
events going through the trigger misinterpreted as
E
events� It is the �rst kind of an error� eeff is the E
events e�ciency� i�e� the
portion of E
events going through the trigger correctly recognized as E
events�
New number of events after the trigger corresponding to the original number of
events U is now Un � eeeff �E � jerr � J � The arrangement with trigger is shown
in the schema�

E � J �� eeff �E � jerr � J
�source trigger�

The event frequency reduction ratio due to triggering is

r
def
�

Un

U
�

eeff � E � jerr � J

E � J

def
�

�

R
�

The frequency of events is then reduced by frequency reduction ratio r and it
must hold that

�

r
� K�

The amount of data after triggering must be less or equal to the amount
which can be recorded in the next level� All E
events will pass into the next

�



level �number of them is eeff �E�� This portion of E
events in the mixture after
triggering is

P�
def
�

eeff � E

eeff � E � jerr � J
� P��

This is Y 
times more than in the input of trigger�

Y
def
�

P�

P�
�

eeff

jerr
� ���

We call Y as electrons enrichment factor� or e�ciency�

In the summary� the triggering is characterized by two parameters�

� event frequency reduction ratio r 	 jerr�
�
r
� K�

� electrons enrichment factor Y which should be as large as posible�

The �rst tests of the trigger e�ciency of the neural net method are based on
�� GeV Level
� �ltered dijet events data�

��� Neural algorithm e�ciency

The neural net used for triggering has a layered architecture �see �gure ��� Every
layer consists of a set of switches and modulators and one summator and com

parator� The number of switches and modulators in every layer is equal to the
number of input data� i�e� to the number of processed signals or their features�
The modulators perform a multiplication of input signals by weight coe�cients�
Switches are used for choosing the proper set of values of weight coe�cients ac

cording to the results from the previous layer� They ensure a step nonlinearity
of the network by switching among several sets of weight coe�cients�

The original data are of two kinds� without pile
up and with pile
up �see
�atl���� section 	��������� In the next the symbol starting with 	
 denotes original
data with pile
up� otherwise the original data without pile
up has been used�
The original data of 	x	 numbers from the RoI in the EM calorimeter for each
event �pattern� does not suit as direct input for neural net� The data must be�
�rst� preprocessed in a suitable way� The e�ciency of neural algorithm depends
on several parameters�

�� The kind of data concentration �and then the number of inputs�� There are
the possibilities as follows�

KR � concentric squares� For each square the sum of corresponding points
is computed� Thus � values for the input of the neural net are ob

tained�

�



Figure ��

CL The clusters as in the cluster algorithm� The sums over six areas as
shown in the �gure are taken as the inputs of the neural net�

Figure 	�

CT �� values each arising as a sum over � � � subsquare of the 	 � 	
initial data�

COL The sums over � columns of the square � � � centered around the
maximum are taken as the inputs of the neural net�

ROW The sums over � rows of the square � � � centered around the
maximum are taken as the inputs of the neural net�

�



CIR The sums over �ve concentric squares are taken as the inputs of the
neural net� The center is situated in in the point with the maximal
signal value�

PIX 	� pixels of the square �� � centered around the maximum are taken
as the inputs of the neural net�

	� The number of neurons in each layer� i�e� number of positions of the switch
Si �see Figure ��� This parameter together with the number of layers de

scribe the architecture of the net used�

�� The number of layers of the net�

When testing the net with given set of data� it depends also on splitting of the
original set into the learning �training� set and the testing set� Three methods
has ben used for the splitting�

LT The learning set and the testing set have the same size� These sets are
generated so� that the �rst� third and other odd samples belong to the
learning set and the even samples belong to the testing set�

LTTT The learning set is �
�
and the testing set is 	

�
of the entire set of the

samples� These sets are generated so� that the �rst sample belongs to the
learning set� the second� third and fourth sample belong to the testing set�
The following sample belong to the learning set and next three samples
belong to the testing set and so on�

TTLTTT The learning set is �
�
and the testing set is �

�
of the entire set of the

samples� These sets are generated so� that the third sample belongs to the
testing set and the �rst� second� fourth� �fth and sixth sample belong to
the learning set� The next six samples are split in the same way and so on�

It is easily seen that there are lot of di�erent combination of preprocessing
methods� the neural net architectures and ways of splitting of the original set
of data� All these combinations has been tested� In Table � a part of results is
shown�

In the �rst column of Table � the kind of original data� the way of the pre

processing and the architecture of the neural net are given as follows�

Symbol starting with �	
� denotes original data with pile
up� otherwise the
original data without pile
up has been used� The following two or three letters
�KR� CL� CT� COL � � � � denote the kind of the data preprocessing�

The architecture of the neural net is given mostly with combination of num

bers�

�



notation
The number of neurons
in the second� third�
fourth�� � � layer

	 					
� �����
� �����
� �����
�TO� 	�����
�TO� �����	
�	� ��	��
�	� �	�	�	
	�	 	���	
�	�	 �	�	�	

The number of really used layers is given in the second column of Table ��
The next column pairs give the values of compression and of the e�ciency for
three methods which has ben used for the splitting the data set �LT� LTTT and
TTLTTT�� The minimal value of the e�ciency for three methods of the splitting
in the row is given in the last column� According this value the rows in Table �
are sorted starting from the largest value�

Table �� Results on testing data � maximal enrichment
factor

Explanation
 Strings in the �rst column of the table are names of corresponding result �les

and denotes data and net architecture used� The names starting with � denotes that the data

used was the data with pileup� other are without pileup� Next part of names denotes the

kind of preprocessing ��KR���CL���CT���CIR� etc��� The last part of the name denotes the

architecture of the neural network� Column pairs LT� LTTT and TTLTTT denote choice of

learning and testing data�

data set splitting LT LTTT TTLTTT
data � nets layers jerr

eeff
jerr

jerr
eeff
jerr

jerr
eeff
jerr

minf
eeff
jerr
g

	
KR �	 ���� �� ���� �� ���� ����
	
KR	�	 � �	 ��� �� ���� �� ��� ���
	
KR	 � �	 ��� �� ���� �� ��� ���
	
KR�TO� � �	 ��� �� ���� �� ��� ���
	
KR�	�	 � �	 ���� �� ��� �� ��� ����
	
KR�	� � �	 ���� �� ��� �� ��� ����
	
KR� � �	 ���� �� ��� �� ��� ����
	
KR	 � �	 ���� �� ���� �� ���� ����
CL	 � �	 ���� �� ���� �� ���� ����
CL	�	 � �	 ���� �� ��� �� ���� ����
CL	 � �	 ���� �� ��� �� ���� ����

continued on next page
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continuation of table �

LT LTTT TTLTTT
data � nets layer jerr

eeff
jerr

jerr
eeff
jerr

jerr
eeff
jerr

minf
eeff
jerr
g

CL�TO� � �	 ���� �� ��� �� ���� ����
	
KR�	�	 � �	 ���� �� ���� �� ���� ����
	
KR	 � �	 ���� �� ���� �� ��� ����
CL� 	 �� ���� �� ��� �� �	�� ����
CL�TO	 	 �� ���� �� ��� �� �	�� ����
CL�	� 	 �� ���� �� ��� �� �	�� ����
CL�	�	 	 �� ���� �� ��� �� �	�� ����
CL�	� 	 �� ���� �� ��� �� �	�� ����
CL� 	 �� ���� �� ��� �� �	�� ����
CL� 	 �� ���� �� ��� �� �	�� ����
CL	�	 	 �� ���� �� ��� �� �	�� ����
CL	 	 �� ���� �� ��� �� �	�� ����
CL�TO� 	 �� ���� �� ��� �� �	�� ����
CL	 � �� ���� �� ���� �� ��� ����
CL	 � �� ���� �� �	�� �� �	�� ����
	
KR	 � �	 ���� �� ��� �� ��� ���
CL	 � �� �	�� �� �	�� �� ��� �	��
	
KR	�	 � �	 ���� �� ��� �� ���� ���
	
KR�TO� � �	 ���� �� ��� �� ���� ���

Table 	� Results on testing data � reduction ratio �	

Explanation
 Strings in the �rst column of the table are names of corresponding result �les

and denotes data and net architecture used� The names starting with � denotes that the data

used was the data with pileup� other are without pileup� Next part of names denotes the

kind of preprocessing ��KR���CL���CT���CIR� etc��� The last part of the name denotes the

architecture of the neural network� Column pairs LT� LTTT and TTLTTT denote choice of

learning and testing data�

data set splitting LT LTTT TTLTTT
data � nets layers jerr

eeff
jerr

jerr
eeff
jerr

jerr
eeff
jerr

minf
eeff
jerr
g

	
KR	 � �	 ���� �	 ���� �	 	� ����
	
CT	 � �	 ���� �	 ��� �	 	��� ����
	
KR	 � �	 ��� �	 ��� �	 ��� ���
	
CL	 � �	 ���� �	 ��� �	 	��� ���
	
CL�	� � �	 ���� �	 ���� �	 		�� ����
COL	�	 � �	 ��� �	 ��� �	 ���� ����
COL	 � �	 ��� �	 ��� �	 ���� ����
COL�TO� � �	 ��� �	 ��� �	 ���� ����
	
CL	 � �	 ��� �	 ���� �	 	�� ����

continued on next page
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continuation of table �

LT LTTT TTLTTT
data � nets layer jerr

eeff
jerr

jerr
eeff
jerr

jerr
eeff
jerr

minf
eeff
jerr
g

	
CL	 � �	 ���� �	 ���� �	 	��� ����
	
CT	�	 � �	 ���� �	 ���� �	 	�� ����
	
CT	 � �	 ���� �	 ���� �	 	�� ����
	
CT�TO� � �	 ���� �	 ���� �	 	�� ����
	
CL	 � �	 ���� �	 ���� �	 	��� ����
	
CL�	�	 � �	 ���� �	 ���� �	 	��� ����
	
CL�	� � �	 	��� �	 ���� �	 ���� ����
	
CL�	� � �	 ���� �	 ���� �	 ���� ����
	
CL�	�	 � �	 ���� �	 ���� �	 	��� ����
	
CL�	�	 � �	 ���� �	 ���	 �	 	��� ���	
	
CL�	� � �	 ���� �	 ���	 �	 	��� ���	
	
CL� � �	 ���� �	 ���	 �	 	��� ���	
	
CL	�	 � �	 ��� �	 ���� �	 		� ���
	
CL	 � �	 ��� �	 ���� �	 		� ���

Let us discuss the results in Table �� In fact� the last column of this table
shows the worst case of Y� i�e� the e�ciency for the neural net trigger system�
This worst case arose from the procedure described in the preceding paragraph�
This value can be used as a measure of the neural algorithm e�ciency considering
the robustness of the results to the so called future �unknown� data 
 the data
which are expected to be similar �but di�erent� from the data used as the learning
set�
Point out here some facts as follows�

� For data with and without the pile
up a di�erent preprocessing is suitable

 the KR method �concentric squares� for pile
up and the CL �clusters� for
the data without pile
up�

� The minimal value of Y may arise for di�erent ways of the data set splitting
depending on the preprocessing method and the architecture of the neural
net�

� The neural algorithm e�ciency depends on the neural net architecture� i�e�
the number of layers and the number of neurons on each layer� but is not
too sensitive on it�

The neural algorithm using the EM calorimeter data only gives the value of
Y ����� or ����� just as needed for LVL	 triggering� To introduce the safety
margin the hadron veto and the information from other detectors can be used�
�Compare with the factor K introduced in the third paragraph in Chapter ���

�	



Table �� Results on learning data � maximal enrichment
factor

Explanation
 Strings in the �rst column of the table are names of corresponding result �les

and denotes data and net architecture used� The names starting with � denotes that the data

used was the data with pileup� other are without pileup� Next part of names denotes the

kind of preprocessing ��KR���CL���CT���CIR� etc��� The last part of the name denotes the

architecture of the neural network� Column pairs LT� LTTT and TTLTTT denote choice of

learning and testing data�

data set splitting LT LTTT TTLTTT
data � nets layers jerr

eeff
jerr

jerr
eeff
jerr

jerr
eeff
jerr

minf
eeff
jerr
g

	
KR� � �	 ���� �� ���� �� ���� ����
	
KR�	�	 � �	 ���� �� ����� �� ��� ���
	
KR�	� � �	 ���� �� ����� �� ��� ���
	
KR� � �	 ���� �� ����� �� ��� ���
	
KR	 � �� ���� �� �	��� �� ���� ����
	
KR�	�	 � �	 ��� �� ���� �� ��� ���
	
KR	 � �� ��� �� ����� �� ��� ���
	
KR	 � �� ��� �� ����� �� ���� ����
	
KR	�	 � �� ���� �� ����� �� ���� ����
	
KR�TO� � �� ���� �� ����� �� ���� ����
	
CL�	� � �	 ���� �� ���� �� ���� ����
	
KR�	� � �	 ���� �� �	��� �� ���� ����
	
KR� � �	 ��� �� ����� �� ���� ����
	
CT	�	 � �	 ����	 �� ���� �� ���� ����
	
CT	 � �	 ����	 �� ���� �� ���� ����
	
CT�TO� � �	 ����	 �� ���� �� ���� ����
COL	�	 � �� ��� �� ��� ��	 ���� ����
COL�TO� � �� ��� �� ��� ��	 ���� ����
CIR�TO	 � �� ��� �� ��� ��	 ���� ���
	
KR�TO	 � �	 ���� �� ��	�� �� ���� ����
	
CT	 � �� ���� �� ���� �� ���� ����
	
KR�	� � �	 ���� �� ���� �� �	�� �	��
	
CT	 � �	 �	�� �� ���� �� ��� ���
	
KR�	� � �� ��� �� ����� �� ���� ���
	
CT� � �	 ��� �� ���� �� ���� ����
	
CL� � �	 ���� �� ���� �� ���� ����
	
KR� � �	 ��� �� ��	�� �� ���� ���
	
CT	�	 � �	 ���� �� ���� �� �	�� ����
	
CT�TO� � �	 ���� �� ���� �� �	�� ����
	
CL�TO� � �	 ���� �� �	�� �� ���� ����
COL	�	 � �� ��� �� ��� ��	 ��� ���

continued on next page
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continuation of table �

LT LTTT TTLTTT
data � nets layer jerr

eeff
jerr

jerr
eeff
jerr

jerr
eeff
jerr

minf
eeff
jerr
g

COL�TO� � �� ��� �� ��� ��	 ��� ���
	
KR	�	 � �	 	���� �� �	�� �� ���	 �	��
	
KR�TO� � �	 	���� �� �	�� �� ���	 �	��
	
KR� � �	 ���� �� �	�� �� ���� ����
	
CT� � �� ���� �� ���� �� ���� ����
COL� � �� ��� �� ��� ��	 �	�� �	��
	
CT�	�	 � �	 ���� �� ���� �� ���� ����
	
CT�	� � �	 ���� �� ���� �� ���� ����
	
CT� � �	 ���� �� ���� �� ���� ����
	
CL�	�	 � �	 ��� �� �	��� �� �	�� �	��

Table �� Results on learning data � reduction ratio �	

Explanation
 Strings in the �rst column of the table are names of corresponding result �les

and denotes data and net architecture used� The names starting with � denotes that the data

used was the data with pileup� other are without pileup� Next part of names denotes the

kind of preprocessing ��KR���CL���CT���CIR� etc��� The last part of the name denotes the

architecture of the neural network� Column pairs LT� LTTT and TTLTTT denote choice of

learning and testing data�

data set splitting LT LTTT TTLTTT
data � nets layers jerr

eeff
jerr

jerr
eeff
jerr

jerr
eeff
jerr

minf
eeff
jerr
g

	
KR	 � �	 ���� �	 ���� �	 ���� ����
	
CT	 � �	 	��� �	 ���	 �	 ���� 	���
	
KR	 � �	 ���� �	 �	�� �	 ���	 ����
COL	�	 � �	 	��� �	 �	� �	 ���� 	���
COL	 � �	 	��� �	 �	� �	 ���� 	���
COL�TO� � �	 	��� �	 �	� �	 ���� 	���
	
CT	�	 � �	 ��� �	 ���� �	 ���� ���
	
CT	 � �	 ��� �	 ���� �	 ���� ���
	
CT�TO� � �	 ��� �	 ���� �	 ���� ���
	
CL	 � �	 	��� �	 	��	 �	 ��� 	��	
	
KR�	� � �	 ���� �	 ���� �	 ���� ����
	
KR�	�	 � �	 ���� �	 �	�� �	 ���� ����
	
KR	�	 � �	 ���� �	 ���	 �	 ���� ����
	
KR�TO� � �	 ���� �	 ���	 �	 ���� ����
	
CT�	�	 � �	 �	�� �	 ���� �	 ���� �	��
	
CT�	� � �	 �	�� �	 ���� �	 ���� �	��
	
CT� � �	 �	�� �	 ���� �	 ���� �	��
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There is a question of the nature of the data which has been used for this
analysis� Tables �� � similar to Tables �� 	 has been formed using the learning
data� Again� some facts can be found as follows�

� Generally the values of Y are necessarily larger than in the Tables � and 	�

� The jets error �compression� is di�erent from zero� It means that the neural
net recognizes some jets from the learning set as electrons� It is not an
error� This is the generalization ability of the neural net� A neural net is
able to �nd even in the learning set the patterns of wrong class� Because
em showers and jet showers have a statistical nature� in the learning set
appear patterns from the opposite class� i�e� electrons very similar to jets
and jets very similar to electrons� From this it follows that during learning
the neural net adapts itself to optimal splitting of two classes of data even
if these classes are partially overlapped or there are small errors in the
learning set� Several wrong patterns in the learning set cannot cause any
erroneous function of the neural net� Again� as in Tables �� 	� the results
are not too sensitive to the architecture of the neural net�

� The Neural Net

An original paradigm of a neural net for electron�jet classi�cation was proposed
by Bitzan and �Smejkalov a �BvK���b� and �BvK��a�� The neural net has a layered
architecture �see �gure �� and all its layers have the same structure �with the
exception of the input layer that is simpli�ed�� Every layer consists of a set of
switches and modulators and one summator and comparator� The number of
switches and modulators in every layer is equal to the number of input data�
i�e� to the number of processed signals or their features� The modulators N
perform a multiplication of input signals by weight coe�cients� Switches S are
used for choosing the proper set of values of weight coe�cients according to the
results from the previous layer� They ensure a step nonlinearity of the network
by switching among several sets of weight coe�cients� The net has been derived
from rather common perceptron type neural net �Kra����

The operation of the neural net is relatively simple� The input signals come
from calorimeter sensors after preprocessing� Then they are processed in the
modulators that perform their multiplication by weights� All modulated signals
in one layer are summed up and compared with the threshold of that layer�
According to the result of the comparison� the appropriate set of weights for the
next layer of modulators is selected� After k steps �i�e� signal processing in k

layers�� the last sum compared to the threshold gives the �nal result that can
identify the presence of either jet or electron�

In spite of that this neural net has been derived from layered perceptron
type
neural net� it uses a di�erent approach for its learning� The algorithm developed

��



�BvK���b� is based on learning one layer after another one by sophisticated
optimization algorithm �Luk���� There is no feedback iterative procedure used�

From the principle of neural nets� it may be easily seen that what is considered
as jet or as electron depends on the samples in the training set� The problem can
be generalized and other events can be looked for� It would suppose a more precise
analysis and relevant training sets of those events� The neural algorithm o�ers
better facilities of the classi�cation� but it has no direct physical interpretation
similar to cluster algorithm where the thresholds are easily understandable as
levels of energy in the regions speci�ed�

Originally� an electrooptical implementation of the neural net has been pro

posed �BvK���b�� Electrooptical implementation of a neural net can provide
the speed required� The optical or electrooptical elements have some favourable
features� fast operation� summation of optical signals is trivial� multiplication in
electrooptic modulators is relatively simple and fast� optical signals can be easily
compared� On the other hand� electrooptic devices have some disadvantages� op

tical signals cannot be substracted� and there is an essential signal degradation
in electrooptical modulators�

Current designs for the LVL	 trigger system propose the use of commercial
circuits and processors and do not rely on the development of specialized devices
to achieve the performance required �atl���� The same is true for the neural net�

��� Switching neural net architecture�

Switching neural net consists from three types of units which form neural net
consisting from layers� Each layer contain one switching unit and at least two
�except the input layer� which is formed by one neural unit only� neural units per
one input� The third type of unit perform output mapping from last layer only�
The formal description of this three types of units is the following�

Neural unit

��� N � Rd �W 
 Rd� N � N�x�w�� x � Rd� w � W�

where x is an input vector and w is a parameter vector from a parameter
space W �

Switching unit

�	� S � Rd � U 
 f�� 	� � � � � mg� S � S�x�u�� u � U�

where u is a parameter vector from parameter space U � and m � � is an
integer equal to the number of units in the next layer�
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xin
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xin�� � M��xin�

�

xin�� � M��xin���

�

xin�	 � M	�xin���

�

yout � xout � O�xin�	�

Figure �� Scheme of a �
layer network with switching units� An input sample
x � Rd is mapped into xout � O�xin�	� approximating yout � Rb �each node Nij in
this scheme performs multiplication of input signals �of dimension d� by diagonal
d� d matrix of weights��

Output unit is represented by an output function O� which projects Rd into
lower or equal dimension

��� O � Rd 
 Rb� O � O�x�� b  d�

Architecture of switching neural net and connections between units is de

scribed in the ��

��� Description of the net response�

Switching net maps input xin � Rd into output

xout � M�xin� � Rb�

��



where the mapping M is a composition of mappings performed by each layer

M � S �Mnl �Mnl�� � � � � �M� �M��

nl is number of layers� M� � N��� and

xin�k � Mk � � � � �M��xin�

Mk � NkSk�xin�k���� for k � ��

����� Case of electro�optic implementation�

To reach maximum performance speed we decide to use an opto
electronic im

plementation of switching neural net� Unfortunately� this leads us to simplify the
mappings performed by each neural and switching unit� Let m is the number of
neurons in a layer� and

Nij � w � x� s�w � Rd�d� s � Rd�

Sk � � i� u � x � t�
	 u � x � ht�� t�� t� � t�
� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �
m u � x � tm�� �

O�x� � b � x� b � Rd�

This type of net is implementable by opto
electronic hardware�

����� Learning process of the net�

Most of neural nets work in two phases� First is the learning procedure of the
net� during which the parameters of the nets are adjusted �such as weights of
connections� thresholds for units� parameters of threshold functions� etc��� The
second phase use this parameters to perform a mapping� which could approxi

mate mapping� used in the learning phase� Let us now to turn attention to the
learning process� The learning process is performed on each layer� independently
on parameters in other layers� The results on the last learned layer are grouped
in nl clusters �here nl is the number of neurons in the layer�� This clustering
based on Jancey!s cluster algorithm� which is brie"y explained in the following
way �see also page ����

let O�x� � b � x� pi � O�Mk�x
i
in��� np � number of patterns and q �

�� � � � � m�

��



�� for randomly chosen sequence �  j� � j� � � � � � jm  np
set
cnewq � coldq � pjq
and
Snew
q � Sold

q � fpjqg�

	� let r�� � � � � rnp is random permutation of the �� � � � � np�

�� for all k � r�� � � � � rnp
DO

i � min
n
v
���kcoldv � pkk � minfkcoldq � pkkg

o
�

coldq � coldq �
pk�c

old
q

jSoldq j
� coldi � coldi �

pk�c
old
i

jSoldi j

Sold
q � Sold

q n fpkg� S
old
i � Sold

i � fpkg�
END

�� IF ��q��Snew
q �� Sold

q �

THEN for all such q let
n
cnewq � coldq � Snew

q � Sold
q

o
and GOTO 	

�� STOP

After clustering each cluster is jointed with a neuron in the layer and con

sequently parameters of this neuron are adjusted with regard patterns in the
corresponding cluster only� Parameters are adjusted in such a way that the mean
square error �cost function� is minimized over the set of neuron parameters �vec

tor of connections weights and vector of threshold values�� This is done by UFO
library �see �Luk�����

	 Software simulation

Above neural net classi�er was implemented under MS DOS operating system
in C program language �except UFO interface subrutine� which is generated by
UFO preprocessor in the FORTRAN ���� This modules are compiled and linked
together by MS C�� ver� � compiler and linker� The following parts document
the possibilities of this neural net implementation�

��� Command line options

There are three possibilities to control program c�nnn�exe �

�� directly from command line�

	� interactively from c�nnn�exe prompt�

�� the commands can be read from command �le�

��



Note�

� commands can not contain blank character

����� General commands�

� short list of options available
v view current settings
��le�ext options will be read from speci�ed �le �le�ext

� command DOS command �!�! will be placed by ! !�� use � for shell
p string de�nes net prompt �all !�! will be placed by ! !�
� string comment� this option will be skipped
h show help�le nnn�hlp

q quit program

����� Net commands�

�nl load net from �le de�ned by �nn option into memory
�ns save net from memory into �le de�ned by �nn
�nnnet�le put net �le name
�nd delete net from memory
�nr run learning process �net and data must be loaded before

this command�

����� Testing and learning data commands�

Note� t�l means l or t exclusively�

�t�lndata�le put testing�learning data �le name
�t�ll int load testing�learning data� �int is the number of data to

load� if not� all data will be loaded
�t�lt test testing�learning data
�t�le err�le put name of error �le for testing�learning data
�t�ld string this string de�nes which data from data �le will be

used for learning and testing �is not case sensitive�� The
meaning of characters in this string is�
L only for learning
T only for testing
B both learning and testing
N none of above �skipped for learning and testing�

for example� �tdllbTn takes patterns number
��	����������� for learning net and patterns number
	�������������� for testing results�

	



����� Learning parameters commands�

�rf int de�nes starting layer for learning� if is greater than num

ber of layers already learned� learning process starts
from the �rst unlearned layer

�rt int number of the last layer used in the learning process
�rs�oat desired value of the error function� If it is reached learn


ing process stops�
�rc ����� de�nes border for switching units� For !�! border is

between clusters� for !�! border is in the center of the
cluster�

�rb�oat the number �oat de�nes the border for cluster separation
during learning process�

����� Hardware simulation commands�

Behaviour of a hardware realization of opto
electronic neural net is described
using the following schema and equations�
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where

oj �
�
wj�	W �wj���	wj�wj����#W

�
�
�
ij�	I�ij���	ij�ij����#I

�
�#ABS�

and

#W � 
We
� x�

�W weights error�

#I � 
Ie
� x�

�I input error�

#ABS � 
ABSe
� x�

�ABS absolute error�
	W lateral weight in"uence factor�
	I lateral input in"uence factor�

This values are entered using the following commands�
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�hr int run int � the random generator rand��
�h ����� !�! use hardware simulation� !�! exact computing
�hw ����� !�! use #W correction� !�! do not use #W correction
�hwa
W and

�hwg$W for #W � 
W e
� x�

�W

�hi ����� !�! use #I correction� !�! do not use #I correction
�hia
I and

�hig$I for #I � 
Ie
� x�

�I

�ha ����� !�! use #ABS correction� !�! do not use #ABS correction
�haa
ABS and

�hag$ABS for #ABS � 
ABSe
� x�

�ABS

�hbw ����� !�! use W
lateral correction� !�! do not use W
lateral
correction

�hbwb	W for W
lateral in"uence factors
�hbi ����� !�! use I
lateral correction� !�! do not use I
lateral cor


rection
�hbib	I for I
lateral in"uence factors

Following group of hardware options control the number of bits which can
hardware implementation transmit� Usually this precision is � or � bits�

		



�hpw ����� !�! do not use restricted precision� !�! use precision of �
hpwpint levels for weights� which means that all weights
will be truncated to the range �%min�%max� and then
rounded to desired precision� E�g� to 	k � � equidistant
values starting from %min and ending %max�

�hpwp int de�nes the number of precision levels �e�g� int � 	k for
k
bit precision of the hardware transition of weights�

�hpwn int de�nes the number of smallest and greatest weights
which are neglected during learning or testing of data
sets� for �hpwn� all possible values will not be changed�
for �hpwn
 
 minimal and maximal values arising
during net performance will be truncated to the 

th
minimal �� %w

min� or maximal �� %w
max� value

�hpi ����� !�! do not use restricted precision� !�! use precision of
�hpwp int levels for inputs� which means that all inputs
will be truncated to the range �%min�%max� and then
rounded to desired precision� E�g� to 	k � � equidistant
values starting from %min and ending %max�

�hpip int de�nes the number of precision levels �e�g� int � 	k for
k
bit precision of the hardware transition of inputs�

�hpin int de�nes the number of smallest and greatest inputs into
layers which are neglected during learning or testing of
data sets� for �hpin� all possible values will not be
changed� for �hpin
 
 minimal and maximal values
arising during net performance will be truncated to the


th minimal �� %i

min� or maximal �� %i
max� value

The last group of hardware options controls simulation of errors arising during
analog multiplication�

�he ����� !�! exact hardware multiplication� !�! use hardware sim

ulation of multiplied errors� which means� that the val

ues of wj� oj and ij will be truncated to the range
�%min�%max�� Let us denote this values as wtr

j � o
tr
j and

itrj � Then oj will be transformed to

o
�

j � otrj �
�
� � f

�
i� �

��imax�i
tr
j ��in�i��

�imax��
i
min

� w� �
��wmax�w

tr
j ��wn�w��

�wmax��
w
min

��
�

The value o
�

j will be again truncated�
�hef err�le de�ne the �le which function of errors obtained during

hardware multiplication� This �le contains values of er

ror function in speci�ed points� Rectangular rule will be
used for interpolation between adjacent points�
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����� Hardware nonlinearity �le�

This �le which is speci�ed by �hef�le�ext contains set of numbers which de�nes
the errors obtained during hardware multiplication� This errors are described by
twodimensional error function�

It is supposed that two �rst numbers are numbers of subintervals �in the i
 and
w
direction� respectively� and the following numbers are values of the arguments�
Finally� the function values follows� Exactly� if the contents of this �le is

n m

i� i� � � � in
w� w� � � � wm

f�i�� w�� f�i�� w�� � � � f�in� w��
f�i�� w�� f�i�� w�� � � � f�in� w��
� � � � � � � � � � � �
f�i�� wm� f�i�� wm� � � � f�in� wm�
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�i�� w��

�in� wm�

the error function f is de�ned on splines de�ned by values of ii and wj as corre

sponding linear interpolation of values in spline vertices� Outside of the rectangle
�i�� in�� �w�� wm� is de�ned as zero�

����
 Example�

��� Data structure�

Neural net parameters� data and results are stored in ASCII �les� with the fol

lowing structures�

	�



����� Neural net parameters �le�

FILE CON�
TENTS

DESCRIPTION

text ended � comment only
ni� no� np� nlps� nll� ntf

ni number of inputs
no number of output �must be ��
np number of parameters of the

threshold function �for ntf � �
must be 	�

nlps number of layers with prede�ned
size

nll number of learned layer
ntf type of threshold function �must

be ��

ls�� � � � � lsnlps size of layers� layers above has implicitly two
neurons

s����� � � � s����ni selector in the layer 

w������ � � � � w����ni weights of the � neuron in the  layer

s����� � � � s����ni selector n� � in the layer �
� � �
sls������� � � � sls������ni selector n� ls� � � in the layer �

w������ � � � � w����ni weights of the � neuron in the � layer
� � �
wls������ � � � � wls����ni weights of the ls�
th neuron in the � layer

� � � other layers

v�� � � �vni variet

	�



����� Data �les�

FILE CON�
TENTS

DESCRIPTION

text ended � comment only
np number of patterns
ni no number of inputs and outputs ����
i��� � � � � i��ni
o��� � � � � o��no

�rst pattern

� � �
inp�� � � � � inp�ni
onp�� � � � � onp�no

last pattern

����� Error output �le�

This �le contains results obtained by net for inputs�

FILE CON�
TENTS

DESCRIPTION

R
J�E �oat � � � J�E �oat results after the �rst layer

G
g���� � � � � g��ls��� thresholds of the �rst selector

� � �
� � �

R
J�E �oat � � � J�E �oat results after last learned layer

G
gnlll��� � � � � gnlll�lsnlll�� thresholds of the �rst selector

S
some summary in

formation

����� Learning info �le�

The learning info �le learning�inf is created during learning of the net� It
contains references to �les with net parameter and with learning and testing data�
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Also results of the learning process and comments to cluster analysis are stored
in this �le�

��	 Some notes�

� This program creates some temporally �les on disk when it runs� Therefore
it is recommended to run this program from RAM disk because speed of
the learning part remarkable increased in this case�

� memory requirements� this program was tested under �� Kb of DOS mem

ory for data sets about 	 patterns �from R�� space��

� on PC��� ��MHz machine the learning procedure of one layer for data sets
sets of 	 patterns �from R�� space� takes about a half hour in average�


 Utilities


�� Purpose of the utility program�

Utility program nnn util�exe is a program which allow evaluate the perfor

mance of the network� It visualize results of learning process and answers to
testing data� It also provide the opportunity to check in"uence of accidental
in"uence of signals in the hardware�

This utility program is controlled by the same manner as the program c�nnn�exe

for simulation of the neural net�


�� Command line options�


���� General commands�

� short list of options available
v view current settings
��le�ext options will be read from speci�ed �le
� command DOS command �!�! will be placed by ! !�� use � for shell
p string de�nes net prompt �all !�! will be placed by ! !�
� string comment� this option will be skipped
h call help
q quit program

	�




���� Run commands�

�s show results histogram after layers� Density of his

togram� such as smoothing factor of histogram can be
de�ned� This plots allow appreciate quality of clustering
�see page ����

�r evaluate rate � and compress factor �� de�ned as �see
page �	�

� �
eE

eJ
and � �

JasE � JasJ

JasE
�

where

eJ �
JasE

JasE � JasJ
� eE �

EasE

EasE � EasJ

and

EasE�number of well classi�ed electrons
EasJ�number of misclassi�ed electrons
JasJ �number of well classi�ed jets
JasE�number of misclassi�ed jets

store results for speci�ed �le into �les de�ned by �o�le�ext

� This operation is performed over all �les speci�ed in
�u�le�ext �

�c convert result �le generated by program c�nnn�exe to
�le readable by utility program� It must be performed
before commands �r � �l � �s � �d �

�l show �lattice�� thats means two dimensional plot show

ing �path� of patterns in the net�see page ����

�d make four plots with good classi�ed and misclassi�ed
electrons and jets� Perhaps� it could be helpful to see
if undistinguishable patterns are contained in learning
and testing sets�


���� File speci�cation�

Wildchars � and � are allowed ion the names of �les�

	�



�n de�ne set of result �les generating by c�nnn�exe which
will be transformed into �les with the same name and
extension ended by �� which are readable by utility pro

gram�

�u de�ne �les �which have been obtained by �c previ

ously� for �s � �l � �d � �r commands

�e de�ne �le with learning and testing data �is necessary
for �d only�

�o de�ne output �le for �r


���� Graph commands�

�g int if int nonzero then print graph on the screen
�b int if int nonzero black and white graphs will be printed

�useful if sending screen contents to printer�
�x int if int is nonzero �xed X
range of graphs de�ned by �m

int and �i int is used
�y int if int nonzero same Y
scale will be used in graphs


���� Other�

�a�oat de�nes maximal value for X axis
�m�oat de�nes minimal value for X axis
�t�oat limiting value for electrons discrimination for �d �

Electrons above this value will be supposed misde�ned�
�j�oat limiting value for jets discrimination for �d � Jets

under this value will be supposed misde�ned�
�l int if int is nonzero graph of the last layer will be printed

only
�h int de�nes histogram size �used in �s �
�k int de�nes is smooth factor for histogram �used in �s �

� Conclusion

Specially designed neural nets can solve recognition tasks without knowing exact
rules for recognition� The ability of neural nets to learn and generalize enables
to de�ne the task needed by suitable set of examples� The generalization ability
of neural net does not mean only the ability correctly process data &never seen
before�� The essential aspect of generalization is the ability to learn properly
even if the learning set contains small amount of wrong examples� After such
learning the neural net recognizes the wrong examples as the other class than
the proper examples of the learning set� From this folows high but not �'
recognition of examples from the learning set�

	�



In this study we have shown application and implementaion of neural net
for L	 triggering� It was supposed direct generation of L	Accept�Reject signal
rather than generation of physical features�
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Figure �� Flow diagram of the Jancey clustering method
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B Examples of output of the utility program�

B�� Rates results

Figure �� Rates and concentration of electrons after �
st layer� �� 
 rates of
electrons after and before �
st layer and compression of the data "ow� � 
 detail
of the preceding �steps are caused by small number of events in border parts of
diagram�� � 
 well classi�ed electrons �left� and jets �right�� � 
 misclassi�ed
electrons �left� and jets �right�

Figure �� Rates and compression of electrons after triggering�
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B�� Some clusters

Figure �� Clusters of resulting values after �
st layer� Electrons are in the left
part of the graph� Vertical bold lines denote the border of the clusters

Figure �� Clusters of resulting values after last layer�
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B�	 Layers results

Figure �� The process of electron�jets separation� Horizontal bold lines denote
borders of clusters in corresponding layer�

Figure �� The process of electron�jets separation�
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