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Abstract

Mean value of the square of a generalized score function is shown to be interpretable
as an information associated with a continuous random variable� This information is
in particular cases equal to the Fisher information of the corresponding distribution�
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I� INTRODUCTION

It is still an open question what a quantity could be taken as a measure of the
average amount of information associated with a continuous random variable X with
density p� It is well known that it cannot be the natural candidate� the Shannon�s
di	erential entropy

hS
X� � Ep
� log p� �
Z
� log p
x� p
x� dx�

since it can be negative� We show that such a quantity could be a suitably modied
Fisher information�

Let T � R� where R denotes the real line� be an open interval with the ��eld BT
of its Borel subsets and let � � Rm be an open set� Consider the usual parametric
model

PT � fT�BT � p
uj�� � u � T� � � �g
with densities regular in the Cramer�Rao sense� A simple particular case is the loca�
tion model fR�BR� p
x � ��� x� � � Rg� where the location parameter � represents a
shift along the x�axis�

The Fisher information is usually dened with respect to parameters of PT � Recall
that the Fisher information matrix 
gjk
���m� is given by

gjk
�� � Epsjsk� j� k � �� ����m�

where

sj
uj�� � � log p
uj��
��j


����

is the likelihood score for the parameter �j�
The concept of the Fisher information of a distribution is much less frequent� It is

dened 
e�g�� ���� pp����� as

I
X� � Eps
� �

Z
R
s�
x�p
x� dx� 
����

where s is the score function of the distribution p� given by

s
x� � �p
�
x�
p
x�

� 
����

It is easy to see that in the location model we have

I
X� � g��
��j���� 
����

Consider the function s� � R � ������ In the case of an unimodal distribution
on 
R�BR�� it attains its minimum value at the least informative point x � � of the
distribution� By 
����� its mean value Eps

� has the meaning of an information� It
seems that the value s�
x� could represent the relative information contained in x � R

relative to other points x� � R�� under the assumption that the true density is p�

�



However� in cases of distributions whose parametric space does not contain the
location parameter� 
���� is di	erent from any of the diagonal terms of the Fisher
matrix� There is no reason in such cases to interpret Eps

� as an information� It
concerns all random variables taking values in T �� R�

A suitable generalization of the score function for cases T �� R has been given in
���� We show that the mean value of the square of this generalized score function is
proportional to a certain diagonal term of the Fisher matrix� so that it can be taken as
an information contained in a continuous random variable in a general regular case�

II� GENERALIZED SCORE FUNCTION

Let �T be the set of all absolutely continuous distributions on 
T�BT � with densities
continuously di	erentiable a�e�

De�nition �� Let UT be a random variable with density p � �T � Let a random
variable UR be given by the relation UR � ���
UT � where � � R �� T is su�ciently
smooth and strictly increasing� A real�valued function q � T �� R� given by

q
u� �
�

p
u�

d

du

�L
u�p
u��� 
����

where

L��
u� �
d���
u�

du
� 
����

will be called a generalized score function 
GSF� of UT �

Random variable UR and its distribution will be called original� and UT � �
UR�
and its distribution ��related� The concept of the GSF obviously depends on the
choice of the mapping �� We selected it in the simplest possible way for the three
principally di	erent intervals�


i� In the case of T � R we set UR � X� and� naturally� �
X� � X� Then L
x� � �
and the GSF of random variable X is the usual score function 
�����


ii� In the case of T � 
���� we set UT � Z and Z � �
X� � eX� Then L
z� � z
and X � ���
Z� � lnZ� This choice is certainly in the spirit of statistics� Positive data
are often logarithmically transformed� and some pairs of distributions in current use
dened on Borel subsets of T � 
���� and R are often considered to be logarithmically
related� The GSF of Z is given by the explicit formula

q
z� � �� � z
p�
z�
p
z�

� ��� zs
z�� 
����


iii� Let a� b � R� In the case of T � 
a� b� we set UT � W � It might seem that
there are many possible transformations �ab � R� 
a� b� and that the concept of GSF
on a nite interval 
a� b� 
or �a� b�� should be ambiguous� In fact� this is not the case�
To be consistent with 
ii�� we require

lim
a��
b��

���ab 
w� � lnw� 
����

�



A general mapping satisfying 
���� is

���ab 
w� � ln

b� c�
w � a�


c� a�
b� w�

����

where a 	 c 	 b and� incidentally� c � c
a� b� with lim
a��
b��

c
a� b� � �� The Jacobian of

the transformation 
���� and the corresponding GSF do not depend on c� Indeed�

L��
w� �
d

dw

���ab 
w�� �

b� a


w � a�
b� w�
�

Thus� the general transformation 
���� provides a unique GSF on 
a� b� in the form

q
w� � 
b� a�����
b� a� � �w � 
w � a�
b� w�p�
w�
p
w��� 
�����

which reduces on T � 
�� �� into

q
w� � �� � �w � w
� � w�s
w��

We mention some properties of the GSF�

Proposition �� Let UR and UT � �
UR� be random variables with densities pR� p
and GSFs qR� q� respectively� Then�

p
u� � pR
�
��
u��L��
u� 
�����

q
u� � qR
�
��
u��� 
�����

Proof� The relation between distribution functions F and FR of UT and UR�
respectively� is F 
u� � FR
���
u��� so that

p
u� � dF 
u�
du � dFR
x�
dx � dx
du � pR
x� � d���
u�
du�

By 
�����

q
u� �
L
u�

pR
x�

d

du

�pR
x�� � � L
u�

pR
x�

dpR
x�

dx
L��
u� � qR
x��

The GSF of UT is thus the transformed score function of the original random
variable UR� Further� we have Epq � �� Indeed� letting c� � inffu � u � Tg�
c� � supfu � u � Tg and using 
���� and 
������

Epq �
Z c�

c�
q
u�p
u� du � �L
u�p
u�jc�c� � pR
x�j��� � ��

The GSF can be bounded or semi�bounded� It follows immediately from 
�����
that if the GSF of an original distribution is unbounded� bounded� or semibounded�
the GSF of a ��related distribution must be unbounded� bounded� or semibounded�
respectively� Now consider distributions on 
R�BR�� If pR 	 e�x

�
� the corresponding

�



qR � O
x�� whereas if pR 	 e�jxj� then qR � O
��� Thus� a bounded GSF indicates
a slow decay of the corresponding density to zero� which characterizes heavy�tailed
distributions�

The concept of GSF can easily be generalized for the case of a parametric family
PT �

De�nition �� Let UR be a random variable with density pR
xj�� � �R� Let p
uj��
be the density of random variable UT � �
UR�� The GSF of UT is dened by

q
uj�� � �

p
uj��
d

du

�L
u�p
uj���� 
�����

where L
u� is given by 
�����

Let �R � R 
 �m�� where �m�� � Rm�� is an open convex set� Consider the
density of UR in the form p
x � �j�� where �� � � � R is the location parameter
and � � 
��� ���� �m� � �m��� We call the parameter  � �
�� � T of the density
p
uj�� � p
uj� �� of random variable UT � �
UR� the transformed location parameter�

Proposition �� The GSF of a random variable with distribution p
uj� ��� where 
is the transformed location parameter� is given by

q
uj� �� � L
�s�
uj� ���

where s� is the likelihood score for �

Proof� Denote y � ���
u�� ���
�� As in 
������ we have p
uj�� �
L��
u�pR
yj��� Using 
����� 
����� 
����� and 
�����

s�
uj� �� � �

p
uj� ��
dp
uj� ��

d
�

L
u�

pR
yj��
d
L��
u�pR
yj���

dy

dy

d

� �p
�
R
yj��
pR
yj��L

��
� � qR
yj��L��
� � L��
�q
uj� ���

Thus� if the vector of parameters of a distribution contains the transformed location
parameter� the GSF is proportional to the likelihood score for this parameter�

III� INFORMATION OF A CONTINUOUS DISTRIBUTION

De�nition �� Let q be the GSF of a random variable UT � A function

iq
u� � q�
u��

will be called the information function of UT �

Proposition �� Let T �� R� The solution of the equation iq
u� � �� if unique�
appears to be the least informative point of the distribution p�

�



Proof� By 
������ density p
u� appears to be a product of two terms� The term
L��
u� is common to all distributions on a given 
T�BT�� so that it does not carry any
information about the random variable UT � All the information contained in UT is thus
condensed into the term pR
���
u��� The maximum of pR exists and denes the least
informative point u� of the distribution p� By 
����� and 
����� 
d
du�pR
���
u�� �

d
du�
L
u�p
u�� � �q
u�p
u�� so that u� is the solution of the equation q
u�� � ��

Information function of a parametric distribution p
uj�� is� obviously� iq
uj�� �
q�
uj���

De�nition �� A value

Iq
UT j�� �
Z
T

q�
uj�� p
uj��du

will be called the q�information of random variable UT �

Clearly� Iq
UT j�� is non�negative and nite for all Cramer�Rao regular distribu�
tions� In a model with the transformed location parameter � we have Iq
UT � �
lim

������
Iq
UT j�� Moreover� by Proposition �� Iq
UT j� � L�
�g��
�� where g��
� is

the Fisher information about � The mean value of iq is thus proportional to a quantity
which is known to be an information measure�

This conclusion� together with Proposition � 
which obviously holds true also in the
case of a parametric distribution�� is the basis of our belief that iq
u� can be interpreted
as a relative information contained in u � T provided that the true distribution is p�
and the q�information as an information of a distribution p�

IV� EXAMPLES

Both the di	erential entropy and q�information are values 
possibly dependent on
parameters� characterizing a continuous random variable� We show by means of some
examples that the latter has a reasonable meaning�

Example �� T � R� Here GSF is the score function� and Iq
X� equals the Fisher
information of distribution 
����� Densities� information functions and Fisher informa�
tion of some distributions are given in Table ��

While iS
x� � � log p
x� is unbounded for all distributions� iq
x� can be unbounded�
semi�bounded or bounded depending on the type of the distribution� We judge that
the boundedness of the information function of heavy�tailed distributions has a good
reason� An occurrence of outlier values in samples from heavy�tailed distributions
only slightly in�uences estimates� contrary to disastrous e	ects that arise in similar
situations in cases of sharply�peaked distributions with unbounded iq 
see e�g� �����

The q�information is high for sharply�peaked and low for heavy�tailed distributions�
A sample from a sharply�peaked distribution is thus carrying� on average� more q�
information about the distribution than a sample from a heavy�tailed distribution�

�



Perhaps the mean Fisher uncertainty of a continuous random variable 
q	entropy� say�
could be expressed by the reciprocal value of the q�information�

hq
UT j�� � Iq
UT j����� 
�����

Example �� Related distributions on T � 
����� Consider random variables Xj

with distributions given in Example �� Densities and information functions of ��related
random variables Zj � eXj are given in Table �� The q�information of Zj and Xj are
equal�

Example �� Non	symmetric exponential family� Let T � 
����� Consider a family
of distributions with densities in the form

p
zj� �� �� � ���

�
��z

�
z



���
e��


z
� �

�

� � �� � � � 
�����

where � is the gamma function� Some members of the family are� for instance� the
following distributions�

Distribution  � �
exponential  � �

Rayleigh �
p
� � �

Weibull  � �
Erlang n
� � n
gamma c� � �
chi�squared n
�� � n
�

The di	erential entropy of the family is given by

hS
� �� �� � � log � � � log � � log �
�� � log  � 
� � �
��
log � � �
��� � ��

The formula is very cumbersome� since there are logarithms of norming factors involved
in it�

The GSF of the family q
zj� �� �� � ��

z
�� � �� is of semi�bounded type� The
q�information is given by an extremely simple expression

Iq
� �� �� � ����

Notice that Iq is independent of the transformed location parameter � The Fisher
information about the parameter  is� by Proposition �� g��
� � ���
�� The family
original to 
����� has densities

p
xj�� �� �� � ��

��
��
e��x�����e��e

�x�����
�

where � � log  and � � ���� and the q�information Iq
�� �� �� � �
���

Example �� Uniform distribution
 T � ��� b�� The di	erential entropy is hS
b� �
log b� Its value and even the sign depends on b� The GSF of the uniformly distributed

�



random variable is� by 
������ q
wjb� � �w
b� �� Hence� Iq
b� � b��
R b
� 
�w� b�� dw �

�
� independently of the length of the interval�
Considering a discrete distribution as a sampled version of a continuous one� the

GSF of a discrete random variable taking on values in T � 
���� or T � 
a� b� can
be dened by the means of formulas 
���� and 
������ respectively� after replacing the
derivatives of the density by di	erences 
e�g�� p�
xi� � p
xi� � p
xi����� In the case
of the discrete uniform distribution with density p
kjn� � �

n � ��� k � �� ���� n� the
in�uence function is� by 
������ q
kjn� � �k
n � �� and the q�information Iq
n� �Pn

k��
�k
n � ���

n � �� � �
�n � ��
�n � �� with lim
n�� Iq
n� � �
��

Example �� Beta distribution� The uniform distribution is the maximumdi	erential
entropy distribution on the given interval� If T � 
�� ��� it holds hS
�� � � and the
di	erential entropy of any other continuous distribution is negative� Let us consider
the beta distribution with density

p
wj�� �� � �

B
�� ��
w	��
�� w���� w � ��� ��� �� � � �

where B is the beta function� By 
������ the corresponding GSF is q
wj�� �� � 
� �
��w � � and the q�information is given by

Iq
�� �� �
�

B
�� ��

Z �

�
�
�� ��w � ���w	��
� � w���� dw �

��

�� � � �
�

For illustration we give some values of the q�entropy 
������

� � � � ��� ����
hF 
�� �� ��� � � � �

It is obvious that the uniform distribution� p
wj�� ��� is not the distribution with the
maximum uncertainty� measured by 
������ on T � 
�� ��� We think that this result
is well justied� The relation hF � � holds in cases of small values of parameters
�� �� where the density of the beta distribution is antimodal� exhibiting small relative
probabilities in the central area and large ones at the ends of the interval� It can be
interpreted as though the result of the observation would be more uncertain� in a Fisher
sense� when an occurrence of an event is likely in two� almost separated areas� rather
than in the case of equally likely events�

Example �� Triangular distribution� Consider a triangular distribution with density
p
wja� � �w
a� �  w  a and p
wja� � �
� � w�

� � a� when a 	 w  �� The
di	erential entropy is hS
Xja� � �
�� log � 
e�g�� ����� which is independent of a� The
corresponding information function is discontinuous and equals� according to 
������
iq
w� � 
����w�w
��w�
w��� � 
�w���� when �  w  a and iq
wja� � 
�w����

when a 	 w  �� The q�information� given by Iq
a� � 
�a�
���a���a��
��

��a��
depends on a� It illustrates the fact that the q�entropy� contrary to Shannon�s entropy�
is capable of encompassing the morphology of distributions�

�



TABLE �

INFORMATION FUNCTION AND q�INFORMATION OF SOME DISTRIBUTIONS

Distribution p
x� iq
x� Iq
� �

�K����
e�cosh x sinh�x �����

� normal �p
�

e�x

��� x� �

� doubly exponential exe�e
x


ex � ��� �
� logistic ex

� � ex�� tgh�
x
�� � �
� Cauchy ���
� � x���� �x�

� � x��� � �


K� is the modied Bessel function of the third kind��

TABLE �

INFORMATION FUNCTION OF ��RELATED DISTRIBUTIONS

j Distribution p
z� iq
z�

� Wald type �
�K����z

e�
�
�
�z���z� �

	

z � �
z��

� lognormal �p
�
 z

e�
�
� log

�z log� z

� exponential e�z 
z � ���

� log�logistic �

z � ��� 

z � ��

z � ����

� log�Cauchy 
�z���
� � log�z��� � log� z

� � log� z��
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