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� Introduction

The connection between the Lanczos algorithm and orthogonal polynomials has been
investigated in a number of papers both from the theoretical as well as from the com�
putational point of view� It seems that the connection with Krylov sequences has been
given less attention than it deserves�

In the present note we intend to outline a study of the relationship between the
Lanczos algorithm and orthogonal polynomials based on a simple identity for Krylov
sequences� In this manner we obtain a simpli�cation of the proofs as well as further
insight into some of the classical results�

� Preliminaries and notation

The elements of Cn will be represented by column vectors of length n the indices
running from 	 to n�
� This has the advantage that the vectors may also be interpreted
as polynomials� if a � �a�� � � � � an��T is a vector� we assign to it the polynomial

a�z � a� � a�z � � � �� an��z
n�� � p�zTa

where p�z stands for the vector p�z � �
� z� � � � � zn��T � A row of vectors

A � �a�� a�� � � � � am��

will frequently be also interpreted as an n by m matrix

Aik � �aki�

�aki being the i�th coordinate of the vector ak�
Given a sequence of n numbers ��� � � � � �n we denote by D���� � � � � �n the diagonal

matrix with ��� � � � � �n on the diagonal�

� Spectral decompositions

Amatrix P is said to be a projector if P � � P � A projector P is an orthogonal projector
if P is hermitian� If u is a vector of length 
 then uu� is an orthogonal projector� uu�

is the orthogonal projector onto the line generated by u� In a similar manner� given
an orthonormal set of vectors u�� � � � � uk� the sum

P
uju

�
j is the orthogonal projection

onto the linear span of the vectors u�� � � � � uk� Given a hermitian matrix A we assign
to it an operator valued function E�� on the real line with the following properties


� for each � the operator E�� is either zero or an orthogonal projector

�� E���E��� � 	 if �� �� ��

��
P
E�� � 


�� A �
P
�E��






In this manner the matrixA is represented as a weighted sum of projectors� � ranges
over the whole real line but the cardinality of the set of those � for which E�� �� 	
does not exceed the size the matrix A Let us sketch brie�y how this representation of
A may be obtained�

LetA be a hermitianmatrix of size �n� n� There exist n complex numbers ��� � � � � �n
and an orthonormal system of vectors u�� � � � � un such that

Auj � �ju
j�

If U is the matrix �u�� � � � � un this set of equations may be rewritten in the form

AU � UD���� � � � � �u�

Now consider the di�erence B � A�
Pn

�
�ju

j�uj�� It is obvious that Bui � 	 for every
i so that B � 	 whence

A �
X

�ju
j�uj��

The operators uj�uj� are one�dimensional projectors� To de�ne the function E��� we
set E�� � 	 if � does not belong to the spectrum of A� If � is one of the eigenvalues
we de�ne E�� as the sum

P
uj�uj� for those j that satisfy �j � ��

Clearly this sum is the operator of projection onto the eigenspace corresponding to
�� Using the representation A �

P
�E��� it is easy to see that� for any polynomial p�

p�A �
X

p��E���

� Scalar products on Cn

The standard scalar product on Cn will be denoted by

�a� b �
n��X
�

aib
�
i �

Every positive de�nite scalar product on Cn is given by the expression �Ba� b where
B is a suitable positive de�nite matrix

Now we shall investigate scalar products on Cn corresponding to a measure m on
the real line� A measure on the real line will be � for the purpose of this note � a
nonnegative function m of the real line such that the set of those � where m�� � 	 is
�nite�

To de�ne the scalar product �a� bm we consider the polynomials a�� and b��
corresponding to the vectors a and b and set

�a� bm �
X

a��b���m���

If A is a hermitian n by n matrix and q a nonzero vector in Cn it is easy to see that

m�� �
X

�E��q� q � jE��qj�

�



is a measure on the real line� If a and b are two vectors in Cn� we have

�a�Aq� b�Aq �
�X

a��E��q�
X

b��E��q
�

�
X

a��b����E��q� q

� �a� bm

In this manner we have assigned� to each pair A� q a measure m such that

�a�Aq� b�Aq � �a� bm� ���


Now let us make the additional assumption that the spectrum of A has no multi�
plicities�

Denoting the eigenvalues by ��� � � � � �n and by u�� � � � � un an orthonormal system
of eigenvectors with Auj � �ju

j� we have E��j � uj�uj�� For the measure m corre�
sponding to the pair A� q we have

m��j � jE��jqj
� � j�q� ujj��

Observe that
P
m�� � jqj�� The corresponding scalar product is

�a� bm �
nX
i��

a��ib��i
�m��i�

To compute the matrix B for which

�a� bm � �Ba� b

we argue as follows�
Consider the Vandermonde matrix

V � V ��� � � � �n � �p���� � � � � p��n
T �

Given a vector a � Cn then

V a � �a���� � � � � a��n
T

is the set of values of the polynomial corresponding to a at the points ��� � � � � �n� If
B is of the form V �MV where M is the diagonal matrix D�m���� � � � �m��n then
�Ba� b �

P
a��ib��i�m��i � �a� bm�

In the case of a measure carried by n distinct points ��� � � � � �n it is possible to
describe the kernel of the mapping

�A� q� m�

Proposition � Suppose m is a measure carried by n distinct points ��� � � � � �n� Then
the following assertions are equivalent

�� the pair A� q generates m by �����

�



�� there exists a unitary matrix U such that

A � UD���� � � � � �nU
�

q � U�m���
���� � � � �m��n

���T

�� there exists an orthonormal system u�� � � � � un such that

A �
X

�ju
j�uj�

q �
X

m��j
���uj

Proof� Condition �� is nothing more than a restatement of ��� The implication ��

� 
� being contained in the previous discussion� it remains to prove the implication

� � ���

IfA� q generatesm� there exists a unitary V � �v�� � � � � vn such thatA � V D���� � � � � �nV �

and m��j � j�q� vjj� so that �q� vj � �jm��j���� Setting W � D��� � � � �n and
U � VW we obtain

U�q � W �V �q � W ���q� v�� � � � � �q� vnT

� �m���
��� � � �m��n

���T �

A � V DV � � VWDW �V � � UDU�
�

� Krylov sequences

Given an n by n matrix A and a vector q � Cn we de�ne the Krylov sequence K�A� q
as the sequence of n vectors

�q�Aq� � � � � An��q�

Occasionally� we shall use the symbol K�A� q for the corresponding matrix

Proposition � Suppose A is selfadjoint of the form A � ULU� with U unitary and
L � D���� � � � � �n� If q is an arbitrary vector then

K�A� q � UDV�

Here V is the Vandermonde matrix V � �p���� � � � � p��nT and D is the diagonal
matrix with the coordinates of q in the basis uj on the diagonal	

D � D��q� u�� � � � � �q� un�

Proof� Since A �
P
�juju

�
j we have A

kq �
P

j �
k
juj�q� uj �

P
j uj�q� ujvjk whence

K�A� q � ��q� u�u�� � � � � �q� ununV� �

�



Remark The coordinate vector �q� of q in the basis uj is ��q� u�� � � � � �q� unT � thus
q � U �q�� It follows that

�q� � U�q�

� The Lanczos process and orthogonal polynomi�

als

The application of the orthonormalization process to the Krylov sequence

K � �q�Aq� � � � � An��q

is equivalent to the construction of an upper triangular matrix P such that the resulting
sequence Q � KP satis�es Q�Q � 
� Denote by qj and pj respectively the j�th column
of Q and P �

Denote bym the measure generated by the pair A� q and consider the corresponding
scalar product ��� �m� We shall make the assumption that this scalar product is positive
de�nite � this implies� in particular� that the spectrum of A is simple�

Since �pi� pjm � �pi�Aq� pj�Aq � �Kpi�Kpj � �qi� qj the polynomials pj con�
stitute an orthonormal system with respect to the measure m�

Summing up� we have the following�

Proposition � Let p�� � � � � pn�� be a sequence of polynomials	 each pj being of degree
j�

�� Suppose A is a hermitian matrix of type �n� n and q a given vector in Cn�

If the vectors qj � pj�Aq form an orthonormal set	 in other words	 if the sequence
Q is the result of the Lanczos process applied to the pair A� q	 then p� � � � pn�� is
an orthonormal set of polynomials with respect to the measure m such that

D��� � � � �n � U�AU and m��j � j�q� ujj� ���


for a suitable unitary U � �u�� � � � � un�

�� If m is a measure and if the pj are orthonormal with respect to the measure m then
the vectors qj � pj�Aq form an orthonormal set for every pair A� q of the form

A � UD��� � � � �nU
�� q �

X
m��j

���uj� ����

Proof� Let P be the upper triangular matrix obtained by writing� in the j�th column�
the coe�cients of the polynomial pj � If Q � �q�� � � � � qn�� we have Q � K�A� qP �
Hence Q�Q � 
 if and only if P �K�KP � 
� The assertions now follow from the
identity K � UDV � indeed� K�K � V �D�DV � V �D�j�q� u�j�� � � � � j�q� unj�V �

The preceding proposition may be restated as follows�

� The Lanczos algorithm applied to the pair �A� q produces a sequence of vectors

qj � pj�Aq

and the polynomials pj are orthonormal with respect to the measure m�A� q�

�



� Conversely if p�� � � � � pn�� is the system of orthonormal polynomials for the mea

sure m then the vectors qj � pj�Aq coincide with the sequence produced by the
Lanczos algorithm applied to A� q provided A and q are given by the formulae
������

Given a �xed n tuple of distinct points ��� � � � � �n� consider di�erent measures con�
centrated in these points and the corresponding orthonormal systems P � The equality
P �V �MV P � 
 establishes a one�to�one correspondence between the measures and
the orthonormal systems� The following proposition shows how to recover m if P is
given�

Proposition � Let m be a measure concentrated in n distinct points �� � � � �n with
m��j � 	� Let p� � � � pn�� be the system of orthogonal polynomials corresponding to
m� Then

m��j �

�X
r

jpr��jj
�

���

�

Proof� Set V � �p���� � � � � p��nT and M � D�m��� � � �m��n� Then the scalar
product corresponding to m is generated by the matrix V �MV � Let P be the upper
triangular matrix obtained upon writing� in the j�th column� the coe�cients of pj� The
pj being orthonormal with respect to m we have

P �V �MV P � 


so that W �M���V P is unitary� For each pair j� r the corresponding entry of W is

Wjr � �M���V P jr � m��j
����V P jr � m��j

���pr��j�

Since W is unitary�
P

r jWjrj
� � 
 and this completes the proof� �

Summing up� to each pair A� q where A is a hermitian n by n matrix and q a vector
in Cn� we assign the following objects� a unitary matrix U such that

AU � UD���� � � � � �n

and a measurem��j � j�q� ujj�� We make the assumption that the �j are distinct and
the m��j positive� Setting M � D�m���� � � � �m��n and K � K�A� q� the identity
V �MV � K�K establishes the following equivalence�

If pj is a polynomial if degree j and if P is the corresponding upper triangular
matrix the following four assertions are equivalent
the pj form an orthonormal system with respect to m

P �V �MV P � 


P �K�KP � 


the vectors qj � pj�Aq form an orthonormal system�

�



� The three term recurrence relation

Denote by T � T �A� q the matrix T � Q�AQ� thus

AQ � QT

so that T is the matrix of A taken in the basis Q�
It is possible to show that T is tridiagonal�

Proposition � The matrix T of the operator A in the basis Q is tridiagonal with
positive subdiagonal�

Proof� The construction of the system Q shows that� for each j� Aqj is a linear
combination of q�� � � � � qj��� Thus �Aqj� qm � 	 ifm � j�
� To prove that �Aqj� qm �
	 for m � j � 
 we argue as follows�
�Aqj� qm � �qj� Aqm and Aqm is a linear combination of q�� � � � � qm�� but m� 
 � j�

Let us show that �Aqj� qj�� � 	 for j � 	� 
� � � � � n� �� The vector qj�� is obtained
upon normalizing the vector w � Aqj � 	jq

j � 	j��q
j��� the coe�cients being chosen

so as to have �w� qj � �w� qj�� � 	� It follows that

w � Aqj � �Aqj� qjqj � �Aqj� qj��qj��

� Aqj � �j��q
j � 
j��q

j��

whence

jwj� � �w�w � �w�Aqj �

� jAqjj� � �j���q
j� Aqj� 
j���q

j��� Aqj

� jAqjj� � j�j��j
� � j
j��j

��

Since qj�� is a multiple of w� the entry �Aqj� qj�� is a positive multiple of �Aqj� w �
jwj�� Suppose �Aqj� qj�� � 	� it follows that w � 	 so that Aqj is a linear combination
of qj and qj�� by the Bessel inequality� �

Consider a hermitian A with simple spectrum and a vector q such that the corre�
sponding Krylov matrix K�A� q is nonsingular� The Lanczos process applied to the
pair A� q produces an orthonormal sequence Q � �q�� � � � � qn�� such that the matrix
of A taken in the basis Q is tridiagonal with positive subdiagonal

AQ � QT�

Hence T � Q�AQ � Q�ULU�Q where L � D���� � � � � �n with distinct �j � Consider
an orthonormal system S which diagonalizes T

TS � SL

We have then
SLS� � T � Q�ULU�Q

�



It follows that U�Q � WS� where W is a diagonal unitary matrix� In particular�
U�q� � Ww where w is the �rst column of S�� If m is the measure corresponding to
the pair �A� q� we have

U�q � �m���
���� � � � �m��n

���T

whence
�m���

��� � � �T � U�q � jqjU�q� � W jqjw�

Using this relation� is possible to describe the kernel of the mapping

�A� q� T�

Proposition � Suppose T is a symmetric tridiagonal matrix with positive subdiagonal
elements� Then the spectrum of T consists of n distinct numbers ��� � � � � �n� Suppose
S is a unitary matrix for which S�TS � D���� � � � � �n� Then T � T �A� q if and only
if A � UD��� � � � �nU

� and q� � U � w for a suitable unitary U 	 w being the �rst
column of S��

Proof� Suppose that T � Q�AQ� Then

Q�AQ � SDS��

Denoting QS by U � we have a unitary U for which A � UDU�� Since Q � US� we
have q� � Uw� On the other hand� if A � UDU� and q� � Uw� set Q � US�� Then

AQ � UDU�US� � UDS� � US�SDS� � QT� �

Remark The columns of S are the eigenvectors of T � It follows that w consists of
the complex conjugates of the �rst coordinates of the sj�
q� � �US�� whence q�i �

P
uik�S�k� �

P
�s�kuik and q� �

P
�s�kuk�

Remark Given an orthonormal system Q and n distinct points ��� � � � � �n on the real
axis	 there exists a pair A� q such that Q is the result of the Lanczos process applied to
the pair �A� q�

Proof� Write L for D���� � � � � �n� Let S be a unitary matrix such that SLS� is a
tridiagonal matrix with positive subdiagonal� Set U � QS and A � ULU�� It follows
that

AQ � ULU�Q � QSLS� � QT� �

It is also possible to consider an orthogonal system of monic polynomials corre�
sponding to a measure m� in other words an upper triangular matrix F with 
 on the
diagonal such that

F �V �MV F

is a diagonal matrix� Clearly each of these polynomials is just a multiple of the corre�
sponding orthonormal polynomials�

In the following proposition we give three characterizations of the orthogonal poly�
nomials fj

�




� by determining the leading coe�cient of pj

�� identifying fj with the characteristic polynomial of Tj

�� by showing that fj minimizes the m norm among all monic polynomials of degree
j�

The preceding considerations have established a one�to�one correspondence be�
tween normalized measures and tridiagonal hermitian matrics with positive subdiago�
nals�

Let T be a tridiagonal hermitian matrix

T �

�
BBBBBB�

�� 
�


� ��
� � �
� � � �n�� 
n
� � � 
n �n

�
CCCCCCA
�

Denote by ��� � � � � �n the spectrum of T � by m� the corresponding normalized mea�
sure� Let A� q be a pair such that the Lanczos process applied to �A� q leads to T �
consider the measure m � m�A� q and denote by p�� � � � � pn�� the orthonormal poly�
nomials given by m�

Let
fo� f�� � � � � fn��

be monic polynomials� each fj being of degree j� Set 
� � jqj�
Then the following assertions are equivalent

�� the fj constitute an orthogonal system with respect to m

�� each fj minimizes the m
norm among all monic polynomials of degree j

�� fj�� � det��� Tj for each j	 Tj being the leading principal minor of T of order
j

�� fj � 
� � � � 
j��pj for j � 	� 
� � � � n� 


Proof� Suppose 
� is satis�ed and consider an arbitrary monic polynomial f of degree
j� The di�erence fj � f is either zero or a polynomial of degree � j so that fj � f�fj�
It follows that jf j�m � jfjj

�
m� jf � fjj

�
m whence ��� The implication �� � 
� is obvious�

If 
� is satis�ed� each pj is just a multiple of the corresponding fj�
For j � 	� we have fo � 
 and p��Aq � q�� it follows that p� �

�

jqj
� Thus f� � 
�p�

if we set 
� � jqj�
Since Aq� � ��q

� � 
�q
� we have


�p��Aq � 
�q
� � �A� ��q

� � �A� ��
q


�

whence

�
�p��� � �� � �� � f����

�



Now we can proceed by induction� To simplify the formulae� we shall use the nota�
tion fa�� a�� � � � � akg for elementy of the linear span of the vectors a�� � � � � ak� Keeping
in mind that 
�q� � �A� ��q� we have� for j � �� the following facts�


�q
� � Aq� � ��q

� � 
�q
�

whence


�
�q
� � A
�q

� � fq�� q�g �

� A�A� ��q
� � fq�� q�g �

� A�q� � fq�� q�g�

It follows that 
�
�
�q
� � A�
�q

� � fq�� q�g � A�q � fq�� q�g� This shows that

�
�
�p� � f� etc�

The Lanczos algorithm is characterized by the relation

�k � �Aqk��� qk�� k � 
� � � � � n


k��q
k � Aqk�� � �kq

k�� � 
kq
k���

Since qj � pj�Aq this implies


k��pk�� � �� � �kpk����� 
kpk����

for k � 	� � � � � n� 
�
Multiplying by 
� � � � 
k we obtain


� � � � 
k��pk�� � ��� �k
� � � � 
kpk���� � 
�k � 
� � � � 
k��pk�����

Set� for a moment� hk�� � det�� � Tk� Expanding det�� � Tk along the last
column� we obtain

hk�� � �� � �khk���� � 
�khk�����

the same recurrence relation as that for the polynomials 
� � � � 
k��pk�

Proposition � The pj satisfy the recurrence relation


k��pk�� � �� � �kpk����� 
kpk����

for k � n� The polynomial pn de�ned by

pn�� � �� � �npn����� 
npn����

vanishes exactly at the points ��� � � � � �n�

Proof� The �rst statement has been just proved� Let us prove now that the zeros of
the polynomial

pn�� � �� � �npn����� 
npn����

are exactly the numbers ��� � � � � �n�
Expanding the characteristic polynomial of T along the last column� we obtain

det�� � T  � ��� �nfn�� � 
�nfn�� �

� ��� �n
� � � � 
npn����� 
�n
� � � � 
n��pn�� �

� 
� � � � 
n���� �npn����� 
npn���� � 
� � � � 
npn���

�
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