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Exchange Rate Dynamics and its Effect on Macroeconomic Volgity in
Selected CEE Countries

Volha Audzei and FrantiSek Brazdik

Abstract

To understand the potential for forming an optimum currency area it is important to investigate
the origins of macroeconomic volatility. We focus on the contribution of exchange rate shocks to
macroeconomic volatility in selected Central and Eastern European countries. The contribution
of the exchange rate shock relative to other shocks allows us to evaluate whether the exchange
rate is a source of volatility or a buffer against shocks as the theory suggests. The identification
of the contributions is based on variance decomposition in two-country structural VAR models,
which are identified by the sign restriction method. We identify countries where shocks are pre-
dominantly symmetric relative to the effective counterpart and countries where the contribution
of real exchange rate shocks is strong. In general, for all the countries considered the results are
consistent with the real exchange rate having a shock-absorbing nature. Finally, a significant role
of symmetric monetary policy shocks in movements in real exchange rates is found for some of
the countries.

Abstrakt

Chceme-li pochopit potencial pro vyfieni optimalnich rénovych oblasti, je dllezité zkoumat
ptivod makroekonomické volatility. V této praci se z&mjeme na fispevek kurzovych Sokid k
makroekonomické volatil ve vybranych zemichtedni a vychodni Evropy. Relativniippevek
kurzového Soku vzhledem Kigpevku ostatnich Sokli ndam umafe vyhodnotit, zda-li je kurz
zdrojem volatility, nebo v souladu s teorii ptisobeni 3okl tlumi. Rozklady volatility chyby pre-
dikce jsou zaloZeny na strukturdlnim modelu VAR pr@deng, ktery je identifikovan pomoci
znaménkovych restrikci. Pomoéichto rozkladd identifikujeme skupiny zemifewazujicim pi-
spevkem symetrickych $okl a s vyraznyrriggévkem $okl do realného kurzu. Obéquiati, Ze
vysledky pro vSechny zkoumané zérakazuji, Ze realny kurz tlumi Soky. \ekterych zemich
zjistujeme vyznamny vliv symetrickych émowepolitickych Sokll na vyvoj rediného kurzu.
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change rates, sign restrictions method, structural vector autoregression.
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Nontechnical Summary

The motivation of this study originates in the theoreticaérof the real exchange rate as an impor-
tant adjustment mechanism available in the presence ofrasyme (individual) shocks. The sample
of countries examined covers those which have adopted a conoaorrency and those which have
retained an independent currency. However, in both casesetli exchange rate can simultane-
ously serve as an adjustment mechanism that absorbs ¥platitl as a generator of business cycle
volatility.

Whether real exchange rates are shock absorbers or shoekag®s has long been discussed in
the empirical literature. Theoretically, when an asymimethock hits an open economy, real ex-
change rate adjustment should accommodate the shock anmbdai®s propagation further into the

economy. The exchange rate channel may thus be beneficiahfeconomy with an independent
monetary policy in pursuing its goals. When a common cugeés@dopted or the exchange rate
is fixed, the loss of the exchange rate adjustment mechanigimt fve considered undesirable for
monetary policy performance. However, for economies thatcdose in terms of industrial struc-

ture, labor market flexibility and so on, such that they fagametric shocks, the importance of the
real exchange rate as an adjustment mechanism diminishes.

The goal of our work is to assess what role dominates for tichange rate in selected Central
and Eastern European (CEE) countries vis-a-vis the Eumzd@nnumber of authors have used
alternative approaches and identified cases where the myehate takes the role of generator of
business cycle volatility. The wide spectrum of resultsremmous studies motivates us to assess the
role of the exchange rate in absorbing economic shocks foogpgf CEE countries.

Structural VAR models have become one of the most widely tsels$ for identifying structural
shocks. Earlier studies, e.g. Clarida and Gali (1994), Td®i997) and Farrant and Peersman
(2006), set their two-country models in the form of ratiosdoimestic to foreign variables (rela-
tive terms). This form imposes a strong implicit assumptioat the transmission of a symmet-
ric/lcommon shock is the same in both countries and any dewi&t regarded as a response to an
asymmetric shock. Hence, these models are only able toifigémé contributions of asymmetric
shocks to relative macroeconomic volatility and are noedbljudge the relative importance of
symmetric versus asymmetric shocks for the business cyi¢ies drawback may lead to the con-
tribution of asymmetric shocks being overrated when theallveolatility is mostly generated by
symmetric shocks.

Therefore, our work uses a model that is able to distinguettvéen symmetric and asymmetric
shocks. We use the SVAR approach and rely on the sign réstrictentification method. This
method was introduced by Uhlig (2005) and has become a sthratelytical tool of modern
macroeconomics. Recently, Peersman (2011) employed ttisatiology to analyze the contri-
bution of nominal shocks to macroeconomic volatility.

In our sign restriction identification scheme, we modify #pproach sketched by Peersman (2011)
and define the sign restrictions so that the contributioryofreetric and asymmetric shocks can be
identified, while keeping consistency with the scheme usele relative models. Our modification
is based on Fry and Pagan (2011), who criticize the populproagh of reporting the median
response at each horizon separately for each variablehwihiédkes the responses of such models
inconsistent across all variables. Therefore, we empleylbsest-to-median approach applied over
all variables simultaneously and we are able to identifysibie model.
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Our results are consistent with the conclusion that theexethange rate is a shock absorber rather
than a shock generator, as we are not able to find a countryewthermajority of business cycle
volatility originates in the real exchange rate shock. Tésults suggest that the CEE region is
formed of heterogeneous countries. This heterogeneitpeattributed to differences in monetary
policy and exchange rate regimes, as well as to structuifateinces. Shock contribution analysis
allows us to conclude that for prices and interest ratespsgimc shocks prevail and countries can
be clustered with respect to the extent of the contributiosymmetric shocks. The most distinct
clusters can be identified when one considers the contoiito output volatility. For Romania the
asymmetric shock prevails, while for Bulgaria, Latvia, &ldvakia the symmetric and asymmetric
shocks contribute with almost equal weights. For the reghefcountries the symmetric shock
prevails. We further decompose the historical movementeermodel variables to check for the
historical contribution of each shock to each country’sitess cycle. Among other things, two
interesting results emerge from this analysis.

In the case of Bulgaria, we identify a substantial role of ee@hange rate shocks. This finding is
consistent with Bulgaria’s currency board policy. The exule rate shock dominated output and
price volatility in both the pre-crisis and crisis periodsth a declining role after 2009. A similar
pattern is observed for Romania, but with a stronger inflaeriche exchange rate shock. Thisis a
result of explicit exchange rate targeting in the Bulgadase.

The role of monetary policy in the Czech Republic in the etioluof output over the period 2005—
2011 should also be noted. In the initial stage, the symmptiicy shock contributes positively to
growth. However, as the output deviation becomes too laggdy( 2007) it turns restrictive. After
a slowdown hit the economy (in early 2009), policy was eaggdmato support the recovery. A
similar pattern is observed for domestic prices. Analogmlgavior of domestic output within this
group is found for Poland and Latvia.
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1. Introduction

There is a tradition in theoretical models to consider tla¢ egchange rate a buffer against shocks.
According to this view, if a shock hits an economy, the reath@nge rate responds and helps
re-establish equilibrium. However, support for this viewrh the empirical literature is mixed,
as countries differ in many respects. In some economiegetleexchange rate could itself be a
source of shocks that drives macroeconomic volatility. Ghestion of the role of the exchange rate
is closely related to the study of asymmetries between casniThe debate on the role of the real
exchange rate becomes especially relevant when one comsidg@mmon currency area. The real
exchange rate could be an important adjustment mechanistodotries within the area.

When two economies differ in economic structure, labor reaflexibility, or fiscal or monetary
policy, their response even to a common shock can be asympmganing that it has the opposite
sign in the home and foreign country. If such asymmetriesgiehere is room for shock absorp-
tion via the exchange rate for establishing equilibrium.wedwer, when shocks with a symmetric
response prevail, there is little need for shock absorption

In this paper, we assess importance of symmetric and asymsrabocks for the business cycles of
CEE countries and address the role of real exchange ratkshoeolatility. Some of the countries

considered are already members of the Eurozone, while#rerobliged to enter it in the near
future and the question of entry has become a hot politicdleanonomic topic there. In this work,

we study the following European Union member states: theciCZepublic, Slovakia, Poland,

Hungary, Lithuania, Latvia, Estonia, Slovenia, Bulgaaag Romania.

Our analysis is based on structural two-country modelstified by the sign restriction method.
The advantage of this method is that the signs of the impaspanses are restricted, so we are
able to distinguish between symmetric and asymmetric resgg The sign restriction method was
introduced by Uhlig (2005) and since then has become a popaokdytical tool. Recently, Scholl
and Uhlig (2008), Mallick and Rafig (2008), and Peersman {20thve employed this methodo-
logy to analyze the contribution of shocks to macroeconorolatility. A thorough discussion of
this method and its shortcomings is presented in Fry andrP&fi 1) and we implement their
suggestions in our analysis.

We identify countries with a significant long-run relativentribution of asymmetric shocks to ex-
change rate volatility: in Romania, Lithuania, Bulgaridp\&kia, and the Czech Republic this
contribution is over 40 percent, and for the rest of the grivup around 30 percent. Our find-
ings also show that economies in the region exhibit hetereges monetary policy responses due
to asymmetries present both within the region and vis-&hasrest of the countries considered.
These asymmetries are partially due to different monetafticypand exchange rate regimes (for
non-member countries) and to structural differences ffangple, TFP levels and levels of nominal
prices). At the same time, our results are consistent wighréal exchange rate having a shock
absorption role in CEE countries.

We start our paper by addressing the theoretical role ofdakaxchange rate as a shock absorber
and reviewing the relevant literature in Section 2. Sec8afescribes the sign restriction method
and its implementation. In Section 4, we present our daagvegion procedure. The estimation and
identification of the structural VAR model setup is presdnteSection 5, where we also discuss the
restrictions we use. Section 6 considers the relative itapee of asymmetric shocks and the role of
the exchange rate in absorbing or generating shocks. ¥iattion 7 concludes and describes the
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relevance of our findings to the debate on optimal currenegsaand acknowledges the limitations
of our study.

2. Exchange Rates as a Source of Shocks or a Shock Absorber

The theoretical discussion of whether the real exchangeceat act as a buffer against shocks goes
back to a paper by Obstfeld et al. (1985) featuring the Mureleming-Dornbusch model. In this
model, output, prices, and interest rates are affected pglgudemand, and nominal shocks. The
equation for the real exchange rate reflects its respongwtiks and whether it is helpful in restor-
ing equilibrium. This theory underpins the framework caiesing the real exchange rate a shock
absorber. At the same time, exchange rates themselvestdahje deviations from equilibrium,
implying that they could be influenced by idiosyncratic dkeocThese deviations, in turn, can af-
fect output and prices. In this regard, the question is wéretiese exchange rate shocks propagate
further into the economy, and whether the real exchangeisatself a source of volatility. This
question is of particular interest when considering thdahof exchange rate regime and optimal
currency areas.

There is a strand of empirical literature assessing whetderexchange rates are shock absorbers
or sources of shocks. Clarida and Gali (1994) state that ddrehocks explain most of the vari-
ance in the real exchange rate. Nominal shocks, includingange rate shocks, were found to be
unimportant. The study concluded, therefore, that theerethange rate acts as a shock absorber.
Recent work by Juvenal (2011) supports the finding that denshncks are important for genera-
ting real exchange rate fluctuations in the US vis-a-vis &%t of the world. Farrant and Peersman
(2006), using a different methodology, come to a differemtausion for a similar set of countries
considered. They show that real exchange rate shocks aetanpdeterminants of exchange rate
fluctuations, suggesting that the exchange rate is a sotire@atility. On the other side of the
ocean, there are studies inspired by European economgratiten focusing on whether the real ex-
change rate against the euro insulates a country from sloo@ksether it is an undesirable source of
volatility. Peersman (2011) studies the UK vis-a-vis theogihmisano et al. (2009) examine Italy
vis-a-vis the euro, and Artis and Ehrmann (2006) study the Diéhmark, and Sweden vis-a-vis the
euro, and Canada vis-a-vis the US. These studies did notHfencetal exchange rate to be a shock
absorber; fluctuations on foreign exchange markets wereritaupt sources of volatility for some
countries. In contrast, Thomas (1997) found that 60 permkihictuations in the real Sweden-euro
exchange rate are explained by real shocks, suggestirgithpotential for the real exchange rate
to play a shock-absorbing role. The paper uses the idenitiicenethodology described in Clarida
and Gali (1994), which was criticized by Farrant and PeensB806) as too restrictive.

An important aspect to consider when studying exchangealserption properties is whether
shocks in the region are mostly symmetric or mostly asymimedy asymmetric we mean a shock
causing the variables to respond with the opposite sigrnisemodme and foreign country. The na-
ture of the opposite responses lies in structural diffezerar differences in labor market flexibility
or fiscal policy between countries. When countries are glastated in terms of their economic
structure, shocks are likely to cause symmetric respomsssich case, the two economies are mov-
ing in the same direction and a strong reaction of the exahaaig is not expected. If, however,
there are important asymmetries between the countriesaroits cause predominantly asymmetric
responses, the exchange rate can respond to the shock apdrdaspropagation further into the
economy. Therefore, in this paper we address the relatigertance of symmetric and asymmetric
shocks to analyze the potential role of the real exchangeaa shock absorber.
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In addition to absorbing shocks, exchange rates can theessbke a source of volatility. High
volatility in the exchange rate market translates into tiita of prices and, potentially, output. In
this regard, we study how much of the real exchange rateti@riss due to an idiosyncratic shock.

If this contribution is high, it suggests that the excharage breeds its own shock. We then assess
the contribution of the idiosyncratic shock to the vol#ilof output and prices.

3. Implementing Sign Restrictions

In this study, we estimate a structural VAR (SVAR) model of@a#l open economy. The common
approaches to identifying SVAR models impose various sbotbng-term restrictions on the re-
sponses of the variables to shocks or impose contemporamesiuictions via recursive ordering.
As Uhlig (2005) summarizes, the ordering approach oftetide¢a the emergence of anomalies such
as the price puzzle or delayed overshooting puzzles. ABoakt and Peersman (2006) show that
long-term zero response restrictions can deliver biasadtse

Therefore, we employ the sign restrictions identificatioaetimod pioneered by Faust (1998) and
further developed by Uhlig (2005). In the sign restrictiggpeoach, shocks are identified by im-

posing restrictions on the signs of the impulse responssuotural shocks. These restrictions are
usually imposed in the short to medium term to representffieete of the structural shocks. The

restrictions applied to the impulse responses can avoidlifferent puzzles that can occur when

alternative estimation procedures are employed.

A structural VAR model of ordep with n variables, wher& is a vector of endogenous variables,
can be stated as:

BX = A(P)X-1+&. (1)

Here,A(p) is a polynomial of ordep of matrices of size x n; B is a matrix of sizen x n; andg; is
ann x 1 vector of normally i.i.d. shock disturbances with zero maad diagonal variance matrix
>. The reduced-form VAR can then be written as:

X = N(pX_1+e, (2

wherel(L) = B"1A(L) ande is ann x 1 vector of normally i.i.d. shock disturbances with zero
mean and variance-covariance matfixThe general-form shocks are related to the structural rep-
resentation of the model in the following manner:

a=Blg V=E(qd)=HH" (3)

The impulse responses of the structural representatiarharacterized by impulse mati< 1. The
identification problem arises if there are not enough retsris to pin dowrv asHH' = B-1sg-7.
The multiplicity originates from the orthonormal propediymatrices, as for any orthonormal ma-
trix Q,V = (HQ)(HQ)'. Thusg has the same variance matrix but is associated with diffargulse
responses generated by impulse maBrixQ.

As Berg (2010) claims, the ability to generate multiple inggresponses makes the sign restriction
approach more advantageous than recursive identificattenses. The large number of factoriza-
tions available, together with the choice of restrictical&ws us to avoid counterintuitive results.
The IRIS toolbox used in our paper implements the followilggpeathm based on the procedure by
Berg (2010), which was originated by Rubio-Ramirez et 08).
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First, the reduced-form VAR model is estimated to obtainrirat. Second, the lower triangular
factor of V is computed. Third, a randomx n matrix W is drawn from the multivariate standard
normal distribution. FurtheiV can be factorizedV = QR so thatQQ = QQ =1 andR is the
upper triangular matrix. Fourth, the impulse responseim8trlQ is created and the responses are
calculated. Finally, the restrictions are checked and i@ fulfilled the draw is kept; otherwise it
is discarded. This procedure is repeated until the targaiatber of successful draws is collected.

Theoretically, there can be an infinite number of parametetise admissible set. The popular ap-
proach is to report the median response at each horizon¢bneaiable separately. This approach
suffers from the fact that these separate median respong@sate in different models (different
parameterizations). For consistency in reporting theltgsue use the closest-to-median approach
proposed by Fry and Pagan (2011). The representative n®garameterized by solution to the
following problem given by:

(@—9)(@—q), (4)

M=

mjinl\/l(j) =

1

where the search runs over all successful dravasd ¢ is the median impulse for each period
over all successful drawg, . Here,@ andg;s aren x n matrices.

In order to analyze the role of the exchange rate in gengratonomic volatility, we decompose
the variance of the model variables. The forecast erroexag decomposition indicates how much
of the forecast error variance of each of the variables caaxipdained by exogenous shocks to
the other variables. In accordance with the Fry and Pagahl{2€ritique of the multiplicity of
parameterizations, the variance decomposition of theestet®-median model is analyzed.

4. Data

We consider the following ten countries as the domestic tgun our two-country model: Bul-
garia, the Czech Republic, Estonia, Hungary, Latvia, lathia, Poland, Romania, Slovakia, and
Slovenia. For each of these countries, the foreign couaterpthe effective foreign aggregate of
the remaining European Union countries. These effectideators are constructed as weighted av-
erages from the corresponding series for Eurozone coanfflee weights correspond to the shares
of domestic exports for each country under consideration.

The time series used in this study are taken from the Eurdatabase, and for each country we have
to take into account the specific data available. For mosietountries, the sample period covers
the period from the first quarter of 1998 to the fourth quanfe2013, so there are 63 observations.
All the series used in the analysis are seasonally adjusigd@nverted to quarterly frequency.

For each of the countries considered, and for the constructi the foreign aggregates, real gross
domestic product (GDP) is constructed by deflating nomidaP®y its deflator. The harmonized
index of consumer prices (HICP) is used as the price index.

Short-term interest rates are described by the three-mmuntiey market rates that apply to inter-
bank deposits or loans with an original maturity of three then As Slovenia adopted the euro in
2007, followed by Slovakia in 2009 and Estonia in 2011, th@iee-month interbank rate is repre-
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sented by the euro interbank offered rate (Euribor) afteptidn. Latvia joined the euro in 2014,
but as our sample ends with the fourth quarter of 2013, thes aot affect our data.

As the measure of the real exchange rate, the effective xeahage rate of the domestic currency
against the currencies of the other European countriegd Uhe real effective exchange rate aims
to assess a country’s (or currency area’s) price or cost etitiveness relative to its principal com-
petitors in international markets. Changes in the real axgh rate depend not only on exchange
rate movements, but also on cost and price trends. The $evmasEurostat use export weights to
calculate the real exchange rate, reflecting not only conpein the home markets of the various
competitors, but also competition in export markets elss@h A rise in the real exchange rate
means a loss of competitiveness.

Table 1 presents a summary of the recent monetary poliapgstin the countries considered over
1998-2013. Although the CEE accession countries aim totatth@peuro in the medium-term
future, their experience with exchange rate regimes isdgliiterse. The countries in the sample
experienced transition from centrally planned to marketestr economies in the early 1990s and
are now converging to the common market of the European Unilims summary shows that
inflation targeting has gained popularity in many CEE caestpbver the period, while exchange
rate-focused monetary policy is still very popular.

Table 1: Monetary Policy Strategies

Country Exchange Rate Regime Monetary Policy Note
Bulgaria Peg to euro Exchange rate targeting Currency board
Czech Republig Free float Inflation targeting

Estonia Peg to euro Exchange rate targeting Euro - 2011
Hungary Managed/free float Ex. rate+Inflation targeting  Free floatf2008
Latvia Conventional fixed peg Exchange rate targeting Euro — 2014
Lithuania Managed float Exchange rate targeting Euro — 2015
Poland Managed/free float Inflation targeting Free float from 2000
Romania Managed float Ex. rate+Inflation targeting

Slovakia Managed float Inflation targeting Euro — 2009
Slovenia Managed float Ex. rate+Inflation targeting Euro — 2007

Figure 1 documents the presence of trends in the real exehaatg for countries with diverse
characteristics and choices of monetary policy. The t@nshtion and convergence processes are
fueled mainly by faster productivity growth in the counsrieonsidered as compared to the core
countries of the European Union. Also, as many CEE econousiesnflation targeting, trends are
also present in the price level data. Therefore, trendecyrainsformation of the data is needed to
handle the presence of these trends. However, the conwergeajectories of the countries dif-
fer significantly, as they have had to cope with changes iim #@mnomic structures and policies
and differences in the initial conditions of the convergepecocess. This figure also suggests that
these trends vary over the period considered, so we assatinéne are no common trends in the
convergence process.

To remove time-varying trends under the assumption of tlserate of common trend components,
we consider univariate trend-cycle decomposition for aliiables in the model. To do this, we
detrend the data with the HP filter by settiag= 1600 after taking logs and rescaling the series
by a factor of 100. We believe that this approach is flexibleugi to remove time-varying trends
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Figure 1: Real Exchange Rates: Data and Trends
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and handle the presence of unit roots in the data and anchrpedtations in developed countries.
An advantageous product of the transformation proceduteeisransformation of all the data into
percentage deviations from the trend, which makes thetsesasier to interpret.

5. Imposing ldentification Restrictions

The origins of the sign restrictions used to examine theiozlahip between the real exchange rate
and the business cycle can be traced to the two-country maetihesticky prices derived by Obstfeld
et al. (1985). Based on the two-country model, Clarida anlil (894) presented a parsimonious
model where the variables under consideration are in tha fafr ratios of domestic to foreign
variables. This approach was adopted by a stream of stel&AR studies, such as Thomas (1997),
Artis and Ehrmann (2006), and Amisano et al. (2009). Thiseggh is based on the reasoning that
the real exchange rate itself is a relative variable and dhbt relative or asymmetric shocks are
interesting, as symmetric shocks do not require any adprstof the real exchange rate. These
models feature four variables: relative GDP (domestic teifm), the relative price, and the relative
interest rate, together with the real exchange rate.

Models in relative terms are not able to identify symmethoaks and thus do not provide infor-
mation on the comparative importance of asymmetric shodtsrespect to symmetric shocks. As
Peersman (2011) points out, itis possible that asymméetacks are not a major source of volatility.
In such case, the relative model focuses only on a small ptiopaof the variance. Nevertheless,
due to an inability to judge the comparative importance aisyetric and asymmetric shocks, the
relative form of variables implies that the strong restoictof the transmission of symmetric (com-
mon) shocks in the economies under comparison is the samegplitade and timing. As in relative
models any deviation from one-to-one propagation of a comshock is regarded as asymmetric, it
is also necessary to consider differences in transmissemtanisms before judging the importance
of asymmetric shocks.
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Following Peersman (2011), we apply an extended versidmoVAR model that is able to separate
symmetric and asymmetric shocks. In contrast to relativdetsy our identification scheme takes
into account not only the presence of symmetric supply, esheinand policy shocks, but also their
asymmetric counterparts. Recall that asymmetric shoaksdantified as those calling for oppo-
site movements in model variables. The interpretation efsiiocks identified is the standard one
used in the literature. A positive supply shock increasdpuiland reduces prices, and a positive
demand shock is characterized by increasing prices andipuwipile restrictive monetary policy
leads to a reduction of output and prices. The exchangehatkss identified so that exchange rate
appreciation (loss of competitiveness) leads to a resteiaifluence on the domestic economy. As
shocks are identified by their effects on economies, thisrsehabstracts from a one-to-one form
of symmetry.

The variables used in the VAR model set up the following vec@ = {w, pt, it, G, ¥, P, it }
wherey; is the real GDP gapy is the consumer price index gapjs the interest rate gap, aig

is the gap in the real exchange rate (and an increasing veflgets a loss of competitiveness of
the domestic economy), whilg is the effective foreign real GDP gap, is the gap in the effective
foreign consumer price index, aids the effective foreign interest rate gap.

In the structural VAR model, we identify seven structurabeks: a symmetric supply shock, a
symmetric demand shock, and a symmetric monetary poliogkstioree corresponding asymmetric
shocks, and a real exchange rate shock. The restrictiossigesl in Table 2 are consistent with the
responses of the two-country theoretical model presemt&zidrida and Gali (1994), Farrant and
Peersman (2006), and Peersman (281This complex set of restrictions focuses on identification
of the symmetric and asymmetric shocks and the real exchatgshock.

Table 2: Sign Restrictions — Individual Shocks

Variable Wt Pt it i o4 if Ot
Structural shock

Symmetric supply >0 <0 <0 >0 <0 <0
Symmetric demand >0 >0 >0 >0 >0 >0
Symmetric monetary policy <0 <0 >0 <0 <0 >0
Asymmetric supply >0 <0 <0 <0 >0 >0
Asymmetric demand >0 >0 >0 <0 <0 <0 >0
Asymmetric monetary policy <0 <0 >0 >0 >0 <0 >0
Exchange rate <0 <0 <0 >0 >0 >0 >0

The first step in the sign restrictions method is to estimiageréduced-form VAR model as given
by equation 2. The lag length is determined by the Akaikermgttion criterion (AIC) and we set
the lag at two for each country in our study.

5.1 Data and Restrictions

We consider countries at different stages of transformatwath different structures, and under
various policy regimes, so some of our restrictions may belyaupported by the data. Therefore,
our first exercise is focused on analyzing the support forrestrictions on the shocks. To run
this analysis, we identify seven models for each countrghk# these models is very simple and

1The change in notation stems from the data definition, asimotation, an increase in the real exchange gate
means a loss of competitiveness.
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identifies only one specific shock as given by the restristionTable 2. In our search for shocks,
we impose restrictions in the first period only.

Table 3: Numbers of Draws: Summary

Countries

Shock CZz SK HU PL EE LT LV RO BG S|

S. supply 17 12 28 20 10 15 17 22 32 11
S. demand 10 11 15 12 13 11 15 12 12 6
S. policy 17 17 27 46 13 30 20 35 21 12
A. supply 69 401 42 41 94 130 119 75 101 379
A.demand| 160 130 166 98 228 380 182 237 78 416
A. policy 415 850 168 69 2938 504 261 338 8683 3778
Ex. rate 265 319 127 102 5273 485 179 90 10915 2409

We target 1000 accepted parameterizations. We calculatevérage number of draws to get a
successful draw using the total number of draws needed.e Tabéports these averages. Similar
to Peersman and Straub (2006), we use this number as a me&skeecompatibility of the data
and our restrictions. The larger is the number, the less@tgr the restriction is found in the
data. The high average number of draws needed for Bulgastani&, and Slovenia when consid-
ering the asymmetric monetary policy and real exchangestatek signals that parameterizations
compatible with the shock response definition are very rales observation stems from the fact
that for countries with fixed exchange rates, the monetahgypcesponse avoids actions that can
be regarded as asymmetric policy shocks.

Table 4: Ratio of Draws: Omitting Recent Slowdown

Countries

Shock Ccz SK HU PL EE LT LV RO BG Sl

S. supply 0.7 0.5 1.0 1.6 0.8 0.5 1.5 0.9 1.0 0.8
S. demand 0.7 0.6 0.6 0.8 0.6 0.3 0.4 1.3 0.2 0.2
S. policy 0.6 0.5 1.8 1.4 0.4 1.0 1.3 2.1 1.7 0.3
A. supply 1.8 45 0.4 1.1 2.1 2.5 2.7 1.2 1.6 6.9
A. demand 1.4 2.8 0.8 1.0 1.2 4.5 0.6 0.3 0.7 2.0
A. policy 0.9 1.2 0.2 0.3 1.8 0.7 1.5 0.7 1.9 4.8
Ex. rate 1.2 1.9 0.8 0.2 2.3 4.9 0.6 0.2 1.2 3.1

It could be argued that the recent recession might have etplhe structural differences between
countries so it will be easier to find parameterizations catibye with responses to asymmetric
shocks. As a robustness check, we shortened our sample byngnaiata after the third quarter
of 2008. Table 4 presents the results of this robustneskd®ea ratio of the average number of
draws needed in the full sample to the average number of draeed in the short sample. In this
relative metric, if the ratio is close to unity, the restigct support was not affected by the crisis and
the recession. If the ratio is greater than unity, the retsbn is less compatible with the data over
the pre-crisis period. A ratio smaller than unity indicatiest the supporting parameterization for
such restriction is easier to find over the pre-crisis period

The simple average ratio for symmetric shocks is 0.9. Thiamae¢hat the number of draws needed
is similar for the symmetric shocks in the full and short degh However, the value of 1.8 for
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asymmetric shocks indicates that the number of draws nefedd¢lde identification of asymmetric
shocks decreases when the 2008—-2013 period is omitted. nthesion of the recent recession
delivers more compatibility between the data and our idieation scheme for the asymmetric
shocks. As only ten out of the thirty (three shocks and temtras) ratios are below unity, it seems
easier to support our restrictions on asymmetric shockisigltine recent recession.

When analyzing the data support for individual asymmetniocgs, the largest ratio of draws is
needed for the asymmetric supply shock. This is consistéhtansituation of higher flexibility of
suppliersin the countries in the study and lower flexibiitguppliers in their trading partners. Even
for the countries with a peg or exchange rate targeting (@idg Romania, Hungary, and Latvia)
we observe that it is harder to find support for asymmetric atehrestriction over the pre-crisis
period.

Also, to assess the effects of adoption of the euro for Eatddlovakia, and Slovenia, we cut the
sample at the euro adoption date to exclude data coverimigBue membership. The ratios of the
average parameterization draws needed are in the rang@-df.0. When breaking down the ratio
into individual shocks, we find that more parameterizatismgport restriction on the asymmetric
supply shock for all three countries. In our view, this is daecontinuation of the convergence
process. As the ratio does not differ noticeably from unityhis check, the following analysis will
be done on the full sample for all the countries considered.

As regards the effect of sample length for the real exchaageshock identification, Table 4 re-
ports an average ratio of 1.6. This result suggests thatrgdesizations supporting restrictions on
exchange rate shocks are more frequent when the underlyiRgrvodel is estimated on the full

data set.

The low support for restrictions on asymmetric shocks fosthad the countries leads us to relax
the restrictions on individual asymmetric shocks. Howgtres restrictions on symmetric shocks as
presented in Table 2 ensure that none of the symmetric slvockd be confused with an asymmet-
ric shock. Therefore, it is possible to apply an identifieatscheme that distinguishes symmetric
shocks from asymmetric ones, even though asymmetric slaveksot explicitly restricted individ-
ually.

The discussion in the previous section suggests thategsirs on asymmetric responses are rarely
supported by the data and the model with restrictions orviddal asymmetric shocks is hard to
identify. However, this does not necessary imply that searsusing asymmetric responses have
only a minor impact. Therefore, in the following section wapmoy a model where asymmetric
shocks are not identified individually, but remain as "othbocks” in the residuals. With this
model we study the impulse responses and variance decdioposiVe also address the relative
importance of symmetric and asymmetric shocks, as theyribate to each country’s business
cycle, with asymmetric shocks identified as residuals. Waravef the fact that, in addition to
asymmetric shocks, the residuals may contain noise andtpatdata errors. This could potentially
lead to overestimation of the importance of asymmetrieserdfiore, we take our estimates with
caution and treat them as indicative rather than solid gtaesults. As in Peersman (2011), we
conduct historical decomposition of the contribution odsks to the business cycle, with the focus
on each symmetric and asymmetric shock as a group of "otloeksHi

As we aggregate the asymmetric shocks, the number of indiViekstrictions is reduced, as de-
scribed in Table 5. It resembles Table 2, but without the iaiptestrictions on the asymmetric
shocks. However, the set of restrictions kept distingusstach symmetric shock from any of the



Exchange Rate Dynamics and its Effect on MacroeconomitiMylan Selected CEE Countriesl3

asymmetric shocks as restricted in Table 2. All the restmst are applied to the responses in the
first period only. The asymmetric shocks mentioned in th&iptes identification schemes are not
individually identified and are referred to in the followiagalysis as "Asymmetric shocks.”

Table 5: Baseline Model Identification Scheme

Variable Wt Pt It 4 pf if Ot
Structural shock

Symmetric supply >0 <0 >0 <0

Symmetric demand >0 >0 >0 >0 >0 >0
Symmetric monetary policy <0 <0 >0 <0 <0 >0
Exchange rate <0 <0 >0 >0 >0

With the set of restrictions presented in Table 5, we collleetparameterizations of the structural
VAR models and use the median criterion to select a repragsemimodel. Further, we present the
impulse response analysis and examine sources of volddylivariance decomposition. This also
allows discussion of the relative importance of symmetnid asymmetric shocks. Finally, we are
able to identify their historical contributions to the busss cycle.

5.2 Impulse Responses

Impulse responses for individual countries are reportédgares A1-A10 as percentage deviations
from the variables’ trend value. As the asymmetric shocksnat identified individually, only the
responses to symmetric and real exchange rate shocks aenfed. The countries in the study are
small open economies, so our presentation focuses on dommasables. The figures also show
bands representing tl9ef" and95" percentiles across the models.

Generally, in response to a symmetric supply shock, a pergigicrease in domestic output can be
observed for all countries. Domestic inflation is restuicte a decline in the first period, though it
reverts rather quickly. The policy response is not resdcto it varies across countries. However,
patterns are observed, as monetary policy eases in ther&seguntries (the Czech Republic,
Hungary, Poland, and Slovakia), tightens in Bulgaria, Reiaaand Lithuania, and tightens a little
in Estonia and Latvia. Slovenia responds with the tightgmithe next period. As policy eases for
the inflation-targeting countries, the initial responséhaf exchange rate is depreciation. However,
as output continues to grow, appreciation occurs. Generall exchange rate depreciation follows
a symmetric supply shock, meaning that export-orientediras profit from lower prices and their
exports become cheaper.

In response to the symmetric demand shock, output, prinesngerest rates rise. Depending on the
strength of the monetary policy response, the positivearesp of output and inflation is eliminated.
After the initial periods of tightened policy, inflation amditput start to contract. Then the policy

is eased to restore equilibrium. For all countries excefitdania and Romania, the exchange
rate appreciates in response to the initial tightening ohetary policy. For Lithuania, delayed
exchange rate appreciation is observed and can be explaynibe lagging nature of the currency
board. The impulse responses suggest that there are difess@cross the exchange rate responses
to the demand shock (depreciation in Romania and Latviags@lifferences could be driven by
monetary policy regimes or could be structural, but the giteng appreciation is consistent with
growth in the net exports of the countries in the study.
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Romania’s response to the symmetric demand shock is a ladgesasistent depreciation of the real
exchange rate. Despite the increase in competitivenessafia experiences the largest and longest
decline in output of all the countries in the study. We bediévat this is due to structural problems
in its economy and its monetary policy as regards managmgtbhange rate. A conflict may exist
between exchange rate and inflation rate targeting, as onsemmonetary policy tightening to
fight the inflation, which stays long above equilibrium, pEly due to a fall in the exchange rate.

Symmetric monetary policy tightening is restricted to regloutput and inflation. The exchange
rate depreciates for most of the countries, with the exoapif Latvia, where it rises first and falls

after a few periods. This response suggests the presensgrofigetries in transmission channels,
with both the domestic and foreign economies raising isteraes while the domestic monetary
authority avoids appreciation. This prevents too largeoavdbwn in output growth and fosters a
recovery in price level dynamics.

The restrictions on the exchange rate appreciation shoghkreea reduction of domestic output and
prices, increasing foreign output and the foreign interatt. However, in the following periods
output rises very quickly above the steady state (excepHtorgary), as does inflation, despite
mostly tightening responses of domestic monetary policy.

The differences identified in the countries’ responses ansistent with their heterogeneous eco-
nomic structures and monetary policy regimes. Some siitidarcan be found within the groups
(the Visegrad countries and the Baltic countries). In tHeWang section, we analyze the differ-
ences in the contributions of the shocks to economic valatihd the historical decomposition of
the shocks.

5.3 Relative Importance of Symmetric and Asymmetric Shocks

A major concern of the optimal currency area literature wassessing the application of a single
monetary policy stance is the similarity of the businesdesyof the participating countries. Some
degree of synchronization of shocks and cycles is requadrite a single monetary policy stance
that is acceptable to the individual countries. As our se@ck defined via their impact on the econ-
omy irrespective of their common or idiosyncratic originy @assessment of the relative importance
of symmetric and asymmetric shocks provides guidelinesiercosts of the dissimilarities present.

As the relative importance varies over the periods afteclsfiowe consider it from the short-run
and business cycle perspectives. The average contritmftitbie symmetric and asymmetric shocks
for the model closest to the median over the first six peria@sdbes the short run and is presented
in Figure 2. The relative importance for the business cyxlkessessed by taking the average from
the 6! to the 3279 period after the shock and is presented in Figure 2. A detail@luation of
the shock contributions is presented in Figures B1-B10. Astudy small open economies, each
figure shows the decomposition for the domestic variablés on

Aggregating the contributions of symmetric and asymmaetnmcks allows us to assess their relative
importance. For countries with a relatively high contribatof symmetric shocks, synchronization
of business cycles with trading partners is high. So, thésdosa small open economy of adopting
a common monetary policy with its trading partners are aersid to be rather small. However, if
asymmetric shocks have a relatively high contribution rédtgiired monetary policy response is the
opposite in the two countries, and giving up independentatary policy can be very costly. As a
result, to form a currency union, it is important that the tedaution of asymmetric shocks to the
business cycle is small.
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Figure 2: Short Run: Symmetric vs Asymmetric Shock Contrifoons
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Countries with a substantial contribution of asymmetriodts to output volatility in the short

run include Romania, Lithuania, Slovakia, and Bulgariagwmhthis contribution can reach up to
80 percent in the initial period (see Figure B9 for Bulgarig)e contribution of asymmetric shocks
to output volatility is also high in the long run for these otnies, with contributions in the 20—
60 percentinterval. For the rest of the countries in theystilnd long-run contribution of asymmetric
shocks is below 20 percent.

The set of countries with the strongest short-run contidloLaf asymmetric shocks to domestic price
volatility contains the Czech Republic, Hungary, Polanidhliania, Romania, and Slovakia, where
the contributions range from 25 to 40 percent. As our sampulkides transition countries, there is
a high percentage of administered prices present in thesmetes. The adjustment of these prices
often follows schemes that are not correlated with the lassirtycles of other countries, so it can
result in asymmetries.

The countries with a prevailing contribution of asymmetier symmetric shocks to the real ex-
change rate in the long run are Bulgaria, Lithuania, Romaméd Slovakia. If we consider short-run
contributions, the Czech Republic and Latvia join this growhile the contribution of asymmet-
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Figure 3: Business Cycle: Symmetric vs Asymmetric Shock @drutions
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ric shocks for Bulgaria decreases. Most of the relativegjnteontribution (almost 80 percent) for
Latvia can be explained by the choice of an exchange rateppgley, with the prevailing regime
for this group being either exchange rate targeting or ahaxge rate peg. The substantial con-
tribution of asymmetric shocks is consistent with the reahange rate having a shock-absorbing
nature.

The countries with a small contribution of asymmetric st domestic prices are Bulgaria,
Estonia, and Latvia. For these countries, symmetric shacksunt for about 80 percent of the
volatility of prices. The variance decompositions for dateoutput, prices, and policy presented
in Figures B9, B5, and B7 are dominated by the contributiosyshmetric shocks at almost all

horizons. This group of countries is also characterizeddggmg and fixation of their currencies to
the euro. This choice of monetary policy sets up a strongbetkveen domestic and foreign prices
and interest rates, resulting in limitation of the presesfcasymmetric shocks.

The variance decompositions show a large influence of asynmnstocks on specific groups of
economies. Even though asymmetric responses are not freiquibe data, together they account
for a significant portion of output and price volatility. Dteetheir relative importance for the volatil-
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ities of the variables considered, the frequency of ocowaenust be offset by their amplitude. The
presence of substantial asymmetry stems from asymmetriessthe countries considered in terms
of productivity and monetary and exchange rate policieer@lare striking differences in the rel-
ative contributions of asymmetric shocks across countriise contributions to output volatility
range from 10 to 80 percent.

The results are important for the formation of an OCA witline tegion and the Eurozone. The large
relative influence of asymmetric shocks suggests low symihation of the countries’ business
cycles and complicates common monetary and exchange ratg poplementation.

5.4 Role of the Real Exchange Rate

In theory, the role of the real exchange rate is to act as a amésim which reacts to structural
shocks and helps stabilize output and inflation variabilidowever, there is empirical evidence
suggesting that real exchange rates are very volatilehduftieling macroeconomic volatility and
causing economic disturbances. Therefore, the cruciatopreis what proportion of the exchange
rate volatility stems from idiosyncratic real exchangersthtocks and what is the influence of these
shocks on the volatility of output, prices, and monetaryigylAssessing how much volatility the
real exchange rate generates or absorbs is not a straighttbexercise and could be subject to
debate.

In this paper we pursue the approach developed in the litergPeersman, 2011; Clarida and
Gali, 1994; Farrant and Peersman, 2006), where studiegdesnghat fraction of the exchange rate
volatility is driven by the exchange rate shock. The intuitbehind this approach is the following.
If exchange rate volatility is driven mostly by, for exampliee supply shock, it is a sign that the
exchange rate largely reacts to the supply shock. This doelohterpreted as the exchange rate
absorbing the supply shock. If, however, the exchange satieiven mostly by the idiosyncratic
shock, it could be interpreted as having little role as a klatxsorber. Another question related to
the analysis is what to consider a “large” reaction to a sh@znerally in the literature, and in line
with common sense, less than 10 percent is not consideregl 4o bmportant source of volatility,
while more than 20 percent is an important source of volgfli

Figures B1-B10 present decompositions of the real excheaaigehighlighting the contribution of
the real exchange rate shock. If this contribution is higk,éxchange rate absorbs little volatility
from the remaining structural shocks and thus does not sena important stabilization mecha-
nism. However, if one aims to judge whether the real exchaaiggs itself a source of volatility, its
impact on the volatility of output, prices or monetary pglis more important. If the contribution
of the real exchange rate is low, idiosyncratic exchangeftattuations are not harmful for the rest
of the economy.

The short-run contribution of the idiosyncratic real exopa rate shock to real exchange rate vola-
tility ranges from a tiny 1 percent in the case of Sloveniagpraximately 5 percent for Bulgaria,
the Czech Republic, and Slovakia, and up to 20 percent foghiynand Latvia. This is far below
the 45 percent of sterling-euro fluctuations explained leyidiosyncratic shock in the short run as
identified by Peersman (2011). In the long run, the idiosgticshock fuels Latvia’s real exchange
rate volatility by 30 percent. Meanwhile, most of the coieggrform two distinct groups, one with

2 Clarida and Gali (1994) consider 35-41 percent of the exghaate variance explained by a nominal shock a
“substantial amount,” Peersman (2011) considers more3fgrercent “significant,” while Uhlig (2005) refers to
5-15 percent of the explained variation as a “small” frattio
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a contribution of approximately of 15 percent and the othés percent. The latter values are in
line with the findings of Clarida and Gali (1994) and Farrami #eersman (2006). On the other
hand, the contributions of exchange rate shocks in the fograip are still markedly lower than

the results obtained by Artis and Ehrmann (2000) for Denpfademany, and the United Kingdom,

where the contributions range from 50 to 90 percent.

Studies such as Clarida and Gali (1994) and Eichenbaum aaasE¥995) that attempt to identify
the contribution of various shocks to the real exchangeatién find that monetary policy shocks
are unimportant. However, our results suggest that syncnanetary policy shocks deliver an

important part of the real exchange rate volatility for thee€h Republic, Hungary, Poland, and
Slovenia. Thus, we can support the conclusion reached bem®Rdd999) that monetary policy

shocks matter and that the focus on monetary shocks in tleatregnamic general equilibrium

literature is empirically well-founded.

When we consider the transition of real exchange rate shoackemestic output in the short run, the
countries can be split into three groups. Slovakia’s ouipsignificantly driven by the exchange
rate shock, as its contribution is 25 percent. For Bulgdtstonia, and Slovenia the short-run
contribution is 12 percent on average, while for the resthefc¢ountries either there is no effect
(the Czech Republic) or the effects are less than 5 percenthel long run, a large contribution
of 35 percent is present for Bulgaria and Slovakia and a rdtigd contribution of approximately
15 percent is observed for Slovenia, while the rest of thetraas are characterized by contributions
of less than 10 percent. Most of the countries in the studjbédm interesting pattern in which the
contribution of the exchange rate shock is almost nil or Venyin the initial periods after the shock
but starts to increase over time. This behavior reflects peed of pass-through of the exchange
rate to output.

In the short run, the exchange rate shock substantiallyibomés to the volatility of domestic prices
in the Czech Republic, Poland, Hungary, and Slovakia (15€30ent). There is another distinct
group, containing Bulgaria, Estonia, Latvia, Romania, &holvenia, where the short-run pass-
through is low (below 5 percent). Poland is characterizeligest long-run contribution of the real
exchange rate shock to domestic prices (30 percent). Thggrlose to the average contribution
of 15 percent is dominated by inflation-targeting countridbe Czech Republic, Slovakia, Latvia,
and Hungary. Surprisingly, Bulgaria also belongs to thisugr, while the countries with pegged
exchange rates and early euro adopters such as Estonigg,laatd Slovenia are in the group with
a long-run contribution of less than 8 percent.

The monetary policy volatility decomposition in the longirshows an exceptionally high contri-
bution of the exchange rate shock for Slovakia, where ithreaet5 percent. Clearly, Slovakia’s
monetary policy is highly responsive to movements in thenarge rate. As a large effect of the
exchange rate shock is found for domestic output, the lasgg&ibution of the exchange rate shock
to domestic monetary policy stems from the use of the Taylt# with inflation and output gap
components. The Czech Republic and Poland have a low (befmvcent) monetary response to
exchange rate shocks. The remaining countries evenly eaagrge of contributions running from 8
to 22 percent. As there are many rigidities present, thetsharcontributions to volatility are lower
than the long-run ones. However, the ordering of countrasdot change much when short-run
effects are considered.

For most of the countries in the study (Bulgaria, Poland, 8layakia being the exceptions) the
results illustrate that the real exchange rate shock doesignuificantly contribute to the volatility
of domestic variables. Generally, the most significantatféé the exchange rate shock is identified
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for domestic prices. This is not surprising given that mdsthe countries are small and open

(to their foreign counterparts in the study); movementshim teal exchange rate pass into prices,
as these are more responsive than output. For most of thermsjrihe transmission of the real

exchange rate shock is lagged and reaches its long-termbudidn value only slowly.

When considering the potential of the real exchange ratettasaa shock absorber, attention should
be paid to the variance decomposition of the real exchartge Yahen the contribution of shocks
other than idiosyncratic shocks is large, this could berprted as a sign of shock absorption.
Figures B1-B10 show that for most of the countries, real argle rate volatility is mostly due to
asymmetric shocks. Their long-term contribution is abdupBrcent for the Czech Republic, Slo-
vakia, Latvia, Lithuania, Romania, and Bulgaria, with arshierm contribution close to 100 percent
for Lithuania and Latvia. For the rest of the countries in sample, asymmetric shocks cause be-
tween 20 and 30 percent of the variation in the real exchaaige Ve interpret such an impact as
a sign of absorption of asymmetric shocks. Hungary, Poland,Slovenia exhibit a large impact
of the monetary policy shock on real exchange rate vohaflip to 40 percent). In Slovakia, Es-
tonia, and Lithuania, the real exchange rate acts as a ssppbk absorber, accounting for up to
30-40 percent of the variance.

To conclude, in the selected countries exchange rate Wylasi mostly driven by symmetric and
asymmetric shocks rather than by real exchange rate shdhkdow contribution of idiosyncratic
shocks to the exchange rate variance indicates that theaegelrate does not generate much vola-
tility on its own, but rather responds to domestic and fanesgocks. For countries with a very low
impact of exchange rate shocks on other domestic variatlssnay imply that the exchange rate
is not a source of volatility. At the same time, the real exwrate volatility is fueled by shocks
other than idiosyncratic shocks. This finding is interpiete a shock-absorbing property of the real
exchange rate.

5.5 Estimation of Historical Shocks

The identification of structural shocks is often a contrsiarissue, so to support our choice of
technique and identifying restrictions, we present theltesf a historical shock estimation over the
sample considered. As in the previous analysis, this itleation is based on the closest-to-median
model, which is fitted to the data. The result of this estioraprovides the overall contribution of
the symmetric, asymmetric, and real exchange rate shodks tabserved business cyches.

Figures C1-C10 show the period of economic boom precedemtist recent economic slowdown
linked to the financial crisis of 2008. The results suggesat there is a group of countries whose
business cycles were dominantly driven by symmetric supply demand shocks. This group
contains the Czech Republic, Poland, Estonia, Lithuamd, latvia, and these shocks explain a
substantial amount of the output and price movements ane@tagnpolicy responses.

The asymmetric and real exchange rate shocks were impdéotamitput in Romania and Slovakia,

as they together explain a substantial amount of the outpciiuthtions. The asymmetric shocks
also significantly contributed to the evolution of domegireces. However, the main driver for

Romanian prices was the symmetric price shock, while thi®ighe case in Slovakia.

3 Here, the asymmetric shocks also include the effects ofritialistate. The general pattern for the contribution
of the initial state is a significant contribution in the ialtfew periods (the start of the dataset) and a negligible
contribution in recent periods. As the initial state alsfiects some asymmetry in the setup, we aggregate its
contribution with the asymmetric shocks.
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In the case of Bulgaria, we identify a substantial role of ee@hange rate shocks, consistent with
its currency board policy. The idiosyncratic real excharage shocks are also the most influential
driver of domestic variables. In Bulgaria, the exchange sdtock dominated output and price
volatility in both the pre-crisis and crisis periods, witkd@clining role after 2009. A similar pattern
is observed for Romania, but with a stronger influence of keha@nge rate shock. This is a result
of explicit exchange rate targeting in the case of Bulgaria.

As in the previous sections, we examine the role of monetahgyin output, and find an ample
role of the symmetric policy shock for Slovenia in domestciables. These results are consistent
with the adoption of the euro and common monetary policy @72MHowever, such behavior is not
observed for Slovakia, which also adopted the euro.

The role of monetary policy in the Czech Republic in the etioluof output over the period 2005—
2011 should also be noted. In the initial stage, the symmpuiicy shock contributed positively
to growth. However, as the output deviation became larg@@bv) the policy became restrictive.
After a slowdown hit the economy (in early 2009), policy wased again to support the recovery.
A similar pattern is observed for domestic prices. Suchgpastare also seen for domestic output in
the case of Poland and Latvia. However, in the case of Latweagxpansionary policy contribution
occurred with a lag, since the Latvian economy was severiglpyha slowdown in the foreign
environment.

This historical analysis supports our findings in the prasieection that asymmetric and idiosyn-
cratic shocks prevail for a group of countries, while for thst of the countries symmetric shocks
drive the business cycle. These findings are consistent thélcountries’ past experience and
monetary policy settings. Generally, a common feature efetonomies under consideration is a
relatively low contribution of the real exchange rate tolmat movements. With the exception of

Bulgaria and Latvia, the real exchange rate has been driyasidcks other than the idiosyncratic
one. Such an outcome for the real exchange rate is consisitdrthe real exchange rate having a
shock-absorbing role.

6. Conclusion

For countries in the CEE region, being a part of the curremepn & a very topical discussion,
as some of them are recent Eurozone entrants while otheexawvely considering joining in the
future. This paper tackles important OCA-literature isssigch as the role of the real exchange rate
and the importance of asymmetric and symmetric shocks. fifg countries with a relatively
large importance of asymmetric shocks (up to 80 percentp#rets with a very low impact (around
10 percent). We find differences in terms of impulse respptesahocks. These differences stem
from varying economic structures and monetary policy ardharge rate regimes.

Some similarities, however, are observed. For most of thatr@s (the exceptions being Bulgaria,
Poland, and Slovakia), the results illustrate that the esahange rate shock does not generate
significant volatility in macroeconomic variables. We et this as indicating that the exchange
rate is not a source of additional volatility. The largesttribution of the idiosyncratic exchange
rate shock is to volatility in prices. This is interpretedl@sng a result of the countries being
small open economies with close trading links with the Earez Therefore, movements in the
real exchange rate are transmitted to prices, with a rathal gffect on output. We also find that
the reaction to the idiosyncratic shock is lagged, reflective speed of exchange rate pass-through.
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The results of the variance decomposition also suggesthbakal exchange rate acts as a shock
absorber.

The results of the study are relevant to academics and polakers considering the question of a
common currency area. When asymmetries in the responseckssprevail, it implies that forming
a currency union is not desirable. Also, if countries neetegpond to a shock with the opposite
monetary policy action, a common monetary policy is notmoptifor them.

Another policy-related question is whether the real exglearate can act as a shock absorber when
the nominal exchange rate is fixed to a currency union. Fardhetries analyzed, the real exchange
rate behavior is consistent with a shock-absorbing role. al§fe find little evidence of a shock-
generating role for the real exchange rate.

We acknowledge that our results should be taken with caukost of all, the countries considered
have data starting from the late 1990s, leaving us with oBlgGarterly observations. Also, the
impact of asymmetric shocks could be biased toward a largpact, as asymmetric shocks are
identified as “the rest of the shocks” and could be contarathaith other unidentified shocks and
data errors. However, we believe that our study providefilgeidance for both academics and
policy-makers when considering currency unions in the Gégton.
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Appendix A: Impulse Response Functions

Figure Al: Impulse Response Functions — Czech Republic
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Figure A2: Impulse Response Functions — Slovakia
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Figure A3: Impulse Response Functions — Hungary
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Figure A4: Impulse Response Functions — Poland
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Figure A5: Impulse Response Functions — Estonia
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Figure A6: Impulse Response Functions — Lithuania
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Figure A7: Impulse Response Functions — Latvia
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Figure A8: Impulse Response Functions — Romania
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Figure A9: Impulse Response Functions — Bulgaria
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Figure A10: Impulse Response Functions — Slovenia
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Appendix B: Variance Decomposition

Figure B1: Variance Decomposition: Czech Republic
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Figure B2: Variance Decomposition: Slovakia
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Figure B3: Variance Decomposition: Hungary

Domestic Output Domestic Prices Domestic Policy Real Ex. Rate
1 1 1 1
0.8 0.8 0.8 0.8
[2] (2] (2] n
S s s s
£ 0.6 £ 0.6 £ 0.6 £ 06
2 2 2 2
504 S 04 504 S 04
O @) O @)

©
(S}

o
N
o
()
o
N

0 0 0
5 10152025 510152025 5 10152025 5 10152025
Quarters Quarters Quarters Quarters

| I S. Supply [ S. Demand[____|S. Policy [0 Ex. Rate [l Asymmetric

Figure B4: Variance Decomposition: Poland
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Figure B5: Variance Decomposition: Estonia
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Figure B6: Variance Decomposition: Lithuania
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Figure B7: Variance Decomposition: Latvia
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Figure B8: Variance Decomposition: Romania

Domestic Output Domestic Prices Domestic Policy Real Ex. Rate

1 1 1 1

08 0.8 08 08
(2] (2] (2] 2]
5 5 5 5

S 06 S 06 S 06 S 06
2 2 2 2

£ 04 € 0.4 £ 04 € 0.4
@) O @) @)

0.2 0.2 0.2 0.2

0 0 0
510152025 510152025 510152025 510152025
Quarters Quarters Quarters Quarters

| I S. Supply B S. Demand[___|S. Policy [ Ex. Rate Il Asymmetric




Exchange Rate Dynamics and its Effect on MacroeconomidiMylen Selected CEE Countries37

Figure B9: Variance Decomposition: Bulgaria
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Figure B10: Variance Decomposition: Slovenia
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Appendix C: Identified Shocks

Figure C1: Shocks Contributions — Czech Republic
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Figure C2: Shocks Contributions — Slovakia
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Figure C3: Shocks Contributions — Hungary
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Figure C4: Shocks Contributions — Poland
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Figure C5: Shocks Contributions — Estonia
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Figure C6: Shocks Contributions — Lithuania
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Figure C7: Shocks Contributions — Latvia
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Figure C8: Shocks Contributions — Romania
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Figure C9: Shocks Contributions — Bulgaria

Domestic GDP

-4k ; ; ; :
2005:1  2007:1 2009:1 2011:1  2013:1
Quarters

Domestic Policy

2005:1  2007:1  2009:1 2011:1  2013:1
Quarters

Domestic Price

5f "V ‘
: f
3
2 Il \
s ap [ gl ) |
0 = I \c/ /\/ﬂ _! A
-1 il ‘ I
2 d 0
SN Y | | | \
2005:1  2007:1 2009:1 2011:1  2013:1
Quarters
Real Ex. Rate

T
'I ! |I HII I

-2 \ ”
_3 '

2005:1 2007.1 2009:1 2011:1 2013:1
Quarters

| I Sym. Output M Sym. Price [ | Sym. Policy [ Real Ex. Rate Il Asym. Shocks|




Exchange Rate Dynamics and its Effect on MacroeconomidiMylen Selected CEE Countriegt7

Figure C10: Shocks Contributions — Slovenia

Domestic GDP Domestic Price

2005:1  2007:1  2009:1  2011:1 20131 2005:1  2007:1 2009:1 2011:1  2013:1

Quarters Quarters

Domestic Policy Real Ex. Rate

50

AN
LN
"l

-100} 15

2005:1  2007:1 2009:1  2011:1 2013:1 2005:1 2007:1  2009:1 2011:1  2013:1
Quarters Quarters

| B sym. Output [ Sym. Price [ ] Sym. Policy [ Real Ex. Rate [l Asym. Shocks




CNB WORKING PAPER SERIES

7/2015  Volha Audzei Exchange rate dynamics and its effect on macroeconomic volatility
FrantiSek Brazdik in selected CEE countries

6/2015  Jaromir Tonner Labour market modelling within a DSGE approach
Stanislav Tvrz
Osvald Vasicek

5/2015  Miroslav Plasil In the quest of measuring the financial cycle
Tomas Konecny
Jakub Seidler
Petr Hlavac

4/2015  Michal Franta Rare shocks vs. non-linearities: What drives extreme events in the

economy? Some empirical evidence

3/2015  Tomas Havranek Habit formation in consumption: A meta-analysis
Marek Rusnak
Anna Sokolova

2/2015  Tomas Havranek Bank competition and financial stability: Much ado about nothing?
Diana Zigraiova

1/2015  Tomas Havranek Do borders really slash trade? A meta-analysis
Zuzana IrSova

16/2014  Mark Joy Banking and currency crises: Differential diagnostics for
Marek Rusnak developed countries
Katefina Smidkova
Boiek Vasicek

15/2014  Oxana Babecka Spillover of the ECB’s monetary policy outside the Euro Area:
Kucharcukova How different is conventional from unconventional policy?
Peter Claeys
Bofek Vasicek

14/2014  Branislav Saxa Forecasting mortgages: Internet search data as a proxy for

mortgage credit demand

13/2014  Jan Filacek Adverse effects of monetary policy signalling
Jakub Matgju

12/2014  Jan Bruha The housing sector over business cycles: Empirical analysis
Jifi Polansky and DSGE modelling

11/2014 Toma§ Adam The impact of financial variables on Czech macroeconomic
Miroslav Plasil developments: An empirical investigation

10/2014  Kamil Galus¢ak Labour force participation and tax-benefit systems: A cross-
Gabor Katay country comparative perspective

9/2014  Jaromir Tonner The Czech housing market through the lens of a DSGE model
Jan Brtiha containing collateral-constrained households

8/2014  Michal Franta Forecasting Czech GDP using mixed-frequency data models
David Havrlant
Marek Rusnak

7/2014 Tomas Adam Risk aversion, financial stress and their non-linear impact
Somia Benecka on exchange rates
Jakub Matgju

6/2014  Tomas Havranek Cross-country heterogeneity in intertemporal substitution

Roman Horvath
Zuzana IrSova
Marek Rusnak



5/2014

4/2014

3/2014

2/2014

1/2014

Ruslan Aliyev
Dana Hajkova
Ivana Kubicova

Jakub Matéju

Sona Benecka
Lubo$§ Komarek
Kamil Galus$¢ak
Petr Hlavac
Petr Jakubik
Martin Pospisil
Jifi Schwarz

The impact of monetary policy on financing of Czech firms

Explaining the strength and efficiency of monetary policy
transmission: A panel of impulse responses from
a Time-varying Parameter Model

International reserves: Facing model uncertainty

Stress testing the private household sector using microdata

Bankruptcy, investment, and financial constraints: Evidence from
a post-transition economy

CNB RESEARCH AND PoLICY NOTES

4/2014

3/2014

2/2014

1/2014

Josef Brechler
Vaclav Hausenblas
Zlatuse Komarkova
Miroslav Plasil

Michal Franta
Tomas Holub

Petr Kral

Ivana Kubicova
Katefina Smidkova
Borek Vasicek
FrantiSek Brazdik
Zuzana Humplova
Frantisek Kopfiva

Michal Skotepa
Jakub Seidler

Similarity and clustering of banks: Application to the credit
exposures of the Czech banking sector

The exchange rate as an instrument at zero interest rates: The case
of the Czech Republic

Evaluating a structural model forecast: Decomposition approach

Capital buffers based on banks” domestic systemic importance:
Selected issues

CNB EcoNomIC RESEARCH BULLETIN

May 2015
November 2014
April 2014

Forecasting
Macroprudential research: Selected issues

Stress-testing analyses of the Czech financial system




Czech National Bank
Economic Research Department
Na Piikopé¢ 28, 115 03 Praha 1
Czech Republic
phone: +420 2 244 12 321
fax: +420 2 244 14 278
http://www.cnb.cz

e-mail: research@cnb.cz
ISSN 1803-7070



