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2010
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1 Introduction

Consider an aluminium shape weighting approximately 300 kg. This shape should be uni-
formly warming by using approximately 100 lamps of the same performance to reach 270oC
temperature.

Every lamp is defined by the coordinates of its side points A,B and the lighting direction
u (9 parameters). The length d of all lamps is the same.

The shape surface is defined by using approximately 10000 plane elements. Every plane
element is represented by the coordinates of its center T and its outer normal d of unit
length (6 parameters).

The initial coordinates of all lamps are given. We require a uniform exposure of the
shape by seeking a suitable choice of the lamp coordinates.
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f(α) = 3.0 cos(α) + 0.5 | sin(α)|

2 Formulation of optimization problem with constraints.

2.1 Equations for the exposure of a plane element by a lamp.

Let xT = (xT
1 , x

T
2 , x

T
3 ) be the center of the plane element, xN = (xN

1 , x
N
2 , x

N
3 ) be the normal

of the plane element, xA = (xA
1 , x

A
2 , x

A
3 ), x

B = (xB
1 , x

B
2 , x

B
3 ) be side points of the lamp and

xS = (xS
1 , x

S
2 , x

S
3 ) be the lighting direction of the lamp. We also denote v = −xN , u = xS

and use the following constraints
3∑

i=1

(xS
i )

2 = 1,

3∑
i=1

xS
i (x

B
i − xA

i ) = 0,

3∑
i=1

(xB
i − xA

i )
2 = d2,

where d is the length of the lamp. The first constraint ensures the unit length of vector xS,
the second its orthogonality to the axis of the lamp, and the third stabilize the length of
the lamp.

The lamp is a linear body of the length d, consisting of p lighting elements of lengths
dk = d/(p − 1), 1 < k < p. The distance between the lighting element and the center of
the plane element is expressed as

wk = xT − (1− λk)x
A − λkx

B, λk =
k − 1

p− 1
,
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where 1 ≤ k ≤ p. The exposure I of the given plane element by the given lamp is given by
the formula

I =

p∑
k=1

Ik, Ik =

(
3αk +

1

2

√
1− α2

k

)
βk

∥wk∥2
dk,

where

αk =
uTwk

∥u∥∥wk∥
= ũT w̃k, βk =

vTwk

∥v∥∥wk∥
= ṽT w̃k,

and
ũ = u/∥u∥, ṽ = v/∥v∥, w̃k = wk/∥wk∥.

Analytical expression of derivatives of the exposure I with respect to the elements of vectors
xA, xB, xS (elements of vectors xT , xN are constants, since the shape surface is invariant)
has the form

∂I

∂xA
i

=

p∑
k=1

∂Ik
∂xA

i

= −
p∑

k=1

(1− λk)
∂Ik
∂wik

,

∂I

∂xB
i

=

p∑
k=1

∂Ik
∂xB

i

= −
p∑

k=1

λk
∂Ik
∂wik

∂I

∂xS
i

=

p∑
k=1

∂Ik
∂xS

i

=

p∑
k=1

∂Ik
∂ui

,

where

∂Ik
∂ui

=

(
3− 1

2

αk√
1− α2

k

)
βk

∥wk∥2
∂αk

∂ui

dk,

∂Ik
∂wik

=

(
3− 1

2

αk√
1− α2

k

)
βk

∥wk∥2
∂αk

∂wik

dk

+

(
3αk +

1

2

√
1− α2

k

)(
1

∥wk∥2
∂βk

∂wik

− 2
βk

∥wk∥4
wik

)
dk.

Furthermore, one has

∂αk

∂ui

=
wik

∥u∥∥wk∥
− uTwk

∥u∥∥wk∥
ui

∥u∥2
=

1

∥u∥
(w̃ik − αkũi),

∂αk

∂wik

=
ui

∥u∥∥wk∥
− uTwk

∥u∥∥wk∥
wik

∥wk∥2
=

1

∥wk∥
(ũi − αkw̃ik),

∂βk

∂wik

=
vi

∥v∥∥wk∥
− vTwk

∥v∥∥wk∥
wik

∥wk∥2
=

1

∥wk∥
(ṽi − βkw̃ki),
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and after substitution we obtain

∂Ik
∂ui

=

(
3− 1

2

αk√
1− α2

k

)
βkdk

∥u∥∥wk∥2
(w̃ik − αkũi)

∂Ik
∂wik

=

(
3− 1

2

αk√
1− α2

k

)
βkdk
∥wk∥3

(ũi − αkw̃ik)

+

(
3αk +

1

2

√
1− α2

k

)
dk

∥wk∥3
(ṽi − 3βkw̃ik).

It is not necessary to known elements of vectors u, v and wk, 1 ≤ k ≤ p. We use only
their Euclidean norms and elements of the normalized vectors ũ, ṽ and w̃k, 1 ≤ k ≤ p.
Therefore, it is advantageous to normalize vectors u, v and wk, 1 ≤ k ≤ p, beforehand.

2.2 Objective function and constraints for the uniform exposure.

We have ne plane elements and nl lamps. Every plane element can be exposed by several
lamps. Let Lj be a set of indices of lamps that expose j-th plane element. Choose 1 ≤ j ≤ ne

and l ∈ Lj. If we denote Ijl the exposure of j-th element by l-th lamp, (this value correspond
to the value I from the previous subsection), then the total exposure Ij of j-th element is
given by the formula

Ij =
∑
l∈Lj

Ijl.

The derivatives of Ij are computed by the formulas

∂Ij
∂xA

il

=
∂Ijl
∂xA

il

,
∂Ij
∂xB

il

=
∂Ijl
∂xB

il

,
∂Ij
∂xS

il

=
∂Ijl
∂xS

il

, l ∈ Lj,

∂Ij
∂xA

il

= 0,
∂Ij
∂xA

il

= 0,
∂Ij
∂xA

il

= 0, l ̸∈ Lj,

where we substitute the previously defined quantities. Let I be the prescribed value of the
exposure (the same for all elements of the shape surface). Then

F (x) =
1

2

ne∑
j=1

(Ij − I)2,
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where vector x has elements xA
1l, x

A
2l, x

A
3l, x

B
1l, x

B
2l, x

B
3l, x

S
1l, x

S
2l, x

S
3l, 1 ≤ l ≤ nl (nine for every

lamp). One has

∂F (x)

∂xA
il

=
ne∑
j=1

(Ij − I)
∂Ij
∂xA

il

,

∂F (x)

∂xB
il

=
ne∑
j=1

(Ij − I)
∂Ij
∂xB

il

,

∂F (x)

∂xS
il

=
ne∑
j=1

(Ij − I)
∂Ij
∂xS

il

,

where we substitute quantities computed in the previous relations. The prescribed value
of the exposure is determined initially using the formula

I =
1

ne

ne∑
j=1

Ij.

The objective function F (x) is minimized on the feasible region given by the equality
constraints

c1l(x) =
3∑

i=1

(xS
il)

2 = 1,

c2l(x) =
3∑

i=1

xS
il(x

B
il − xA

il ) = 0,

c3l(x) =
3∑

i=1

(xB
il − xA

il )
2 = d2,

where 1 ≤ l ≤ nl (three for every lamp). It holds

∂c1l(x)

∂xA
il

= 0,
∂c1l(x)

∂xB
il

= 0,
∂c1l(x)

∂xS
il

= 2xS
il,

∂c2l(x)

∂xA
il

= −xS
il,

∂c2l(x)

∂xB
il

= xS
il,

∂c2l(x)

∂xS
il

= xB
il − xA

il ,

∂c2l(x)

∂xA
il

= −2(xB
il − xA

il ),
∂c2l(x)

∂xB
il

= 2(xB
il − xA

il ),
∂c2l(x)

∂xS
il

= 0

and remaining derivatives are zeroes. The constraints are sparse, so the memory size and
the number of arithmetic operations are not large.

The described problem consists in the minimization of a sum of squares with respect
to nonlinear equality constraints. The number of partial functions in the sum of squares is
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ne ∼ 10000 (the number of the plane elements). The number of variables is 9nl ∼ 900 (nine
for every lamp). The Hessian matrix of the objective function is not sparse. The number
of nonlinear equality constraints is 3nl ∼ 300 (three for every lamp). The Jacobian matrix
of nonlinear equality constraints is sparse. These facts have an influence to the choice of
the numerical method.

2.3 The recursive quadratic programming method.

We want to find a local minimum of the twice continuously differentiable function F :
Rn → R, on the feasible set given by the equality constraints

ci(x) = 0, 1 ≤ i ≤ m.

Here x ∈ Rn a ci : R
n → R, 1 ≤ i ≤ m ≤ n, are twice continuously differentiable functions.

If the LICQ constraint qualification (the linear independence of gradients of the constraint
functions) is satisfied, the necessary conditions for the local minimum have the form

∇F (x) + A(x)u = 0,

c(x) = 0.

This is a set of n + m nonlinear equations for unknown vectors x ∈ Rn and u ∈ Rm,
where A(x) is the Jacobian matrix of the mapping c(x) and u is the vector of Lagrange
multipliers.

The principle of the recursive quadratic programming method consists in the appli-
cation of the Newton method to the system of nonlinear equations specifying the necessary
conditions for the local minimum. The iterative step of the Newton method has the form

xk+1 = xk + αkd
x
k,

uk+1 = uk + αkd
u
k ,

where dxk, d
u
k are direction vectors obtained as a solutions of the system of linear equations[

G(xk, uk) A(xk)
A(xk)

T 0

] [
dxk
duk

]
= −

[
g(xk, uk)
c(xk)

]
(the linear KKT system) and αk > 0 is a selected stepsize. Here

g(x, u) = ∇F (x) +
m∑
i=1

ui∇ci(x), G(x, u) = ∇2F (x) +
m∑
i=1

ui∇2ci(x)

are the gradient and the Hessian matrix of the Lagrangian function. The exact Hessian
matrix G(xk, uk) is replaced by its approximation Bk obtained by the BFGS quasi-Newton
method. Then [

Bk Ak

AT
k 0

] [
dxk
duk

]
= −

[
g(xk, uk)
c(xk)

]
,
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where B1 = I (I is the unit matrix of order n) and

Bk+1 = Bk +
1

sTk yk
yky

T
k − 1

sTkBksk
(Bksky

T
k + yks

T
kBk),

where sk = xk+1 − xk = αkdk and yk = g(xk+1, uk+1)− g(xk, uk+1).
As a merit function for stepsize selection, the augmented Lagrangian function

Pk(α) = F (xk + αdxk) + (uk + duk)
T c(xk + αdxk) +

σ

2
∥c(xk + αdxk)∥2

is used where σ ≥ 0 is a penalty parameter. If the linear KKT system is solved in such a
way that

∥Gkd
x
k + Akd

u
k + gk∥ ≤ ωk∥gk∥ ∥AT

k d
x
k + ck∥ ≤ ωk∥ck∥,

where 0 < ωk < 1, then P ′
k(0) < 0 holds and function Pk(α) is decreasing in the direction

dxk. In this case, we can chose the sepsize in such a way that αk = βj−1 max(1,∆/∥dxk∥),
where ∆ is the maximum stepsize, 0 < β < 1 is the reduction coefficient and j ∈ N is the
minimum integer such that

Pk(αk)− Pk(0) ≤ ε1αkP
′
k(0),

where 0 < ε1 < 1/2 is the Armijo parameter. The values ∆ = 1000, β = 0.5 and ε1 = 0.0001
are usually used.

2.4 Solving the linear KKT system.

The linear KKT system can be written in the form

Kd =

[
B A
AT 0

] [
dx

du

]
=

[
bx

bu

]
= b.

This symmetric system of linear equations, whose matrix is indefinite, is solved by the
preconditioned conjugate gradient method with preconditioner

C =

[
D A
AT 0

]
,

where D is a positive definite diagonal matrix approximating in some sense the main
diagonal of B. The multiplication of vector r by the matrix C−1 can be expressed in the
form

C−1r =

[
D−1(rx − Atu)

tu

]
, tu = (ATD−1A)−1(ATD−1rx − ru).

Algorithm: Set d1 = 0, r1 = b,

tu1 = (ATD−1A)−1(ATD−1rx1 − ru1 ), tx1 = D−1(rx1 − Atu1)
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and p1 = t1. For i ≥ 1 the following steps are performed. If ∥rxi ∥ ≤ ω∥bx∥ and ∥rui ∥ ≤ ω∥bu∥,
where ω is a given precision, then set d = di and terminate the computation. In the opposite
case compute

qi = Kpi, αi = rTi ti/p
T
i qi,

di+1 = di + αipi, ri+1 = ri − αiqi,

tui+1 = (ATD−1A)−1(ATD−1rxi+1 − rui+1),

txi+1 = D−1(rxi+1 − Atui+1),

βi = rTi+1ti+1/r
T
i ti, pi+1 = ti+1 + βipi

and increase i by 1.
Matrix (ATD−1A)−1 need not be computed explicitly, we use its Choleski decomposition
LLT = ATD−1A, where L is a lower triangular matrix.

3 Formulation of optimization problem with constraints.

3.1 Equations for the exposure of a plane element by a lamp.

Let xT = (xT
1 , x

T
2 , x

T
3 ) be the center of the plane element, xN = (xN

1 , x
N
2 , x

N
3 ) be the normal

of the plane element, xA = (xA
1 , x

A
2 , x

A
3 ), x

B = (xB
1 , x

B
2 , x

B
3 ) be side points of the lamp and

xS = (xS
1 , x

S
2 , x

S
3 ) be the lighting direction of the lamp. We also denote v = −xN , x = xA,

u = xS. Let y be a vector parallel to the vector xB − xA, so xB − xA = (y/∥y∥)d, where
d = ∥xB − xA∥.

We assume that the lighting direction of the lamp is mostly perpendicular to the plane
of the shape, so the angle between vector xS, which is perpendicular to the vector y, and
the normal e = (0, 0,−1) of the plane (assumed to be horizontal) is minimal. If the norm
of vector u is unit, it can be uniquely determined from vectors y and e.

Věta 1 Vector

u =
e+ λy√
eT (e+ λy)

, λ = −eTy

yTy
.

is the solution of the optimization problem

eTu → max,

yTu = 0,

uTu = 1,

Since the length of vector u can be arbitrary, we put

u = e− eTy

yTy
y = ẽ− ẽT ỹỹ,

8



where ẽ = e/∥e∥ and ỹ = y/∥y∥ (vector e = (0, 0,−1) has the unit norm). To compute
the gradient of the objective function, we will use the Jacobian matrix ∇yu of vector u
depending on elements of vector y).

Věta 2 One has

∇yu =

(
2
y yT

yTy
− I

)
eTy

yTy
− e yT

yTy
=

1

∥y∥
(
(2 ỹỹT − I) ẽT ỹ − ẽ ỹT

)

The lamp is a linear body of the length d, consisting from p lighting elements of lengths
dk = d/(p − 1), 1 < k < p. The distances between the lighting element and the center of
the plane element is expressed as

wk = xT − (1− λk)x
A − λkx

B = xT − xA − λkd
y

∥y∥
, λk =

k − 1

p− 1
,

where 1 ≤ k ≤ p. It holds

∇ywk = −λkd

∥y∥

(
I − y yT

yTy

)
= −λkd

∥y∥
(I − ỹỹT ),

so

I =

p∑
k=1

Ik, Ik =

(
3αk +

1

2

√
1− α2

k

)
βk

∥wk∥2
dk,

where

αk =
uTwk

∥u∥∥wk∥
= ũT w̃k, βk =

vTwk

∥v∥∥wk∥
= ṽT w̃k.

Analytical expression of derivatives of the exposure I with respect to the elements of vectors
x = xA, and y = xB−xA (elements of vectors xT , xN are constants, since the shape surface
is invariant) has the form

∇xI =

p∑
k=1

∇xIk = −
p∑

k=1

∇wk
Ik,

∇yI =

p∑
k=1

∇yIk =

p∑
k=1

(∇yu∇uIk +∇ywk∇wk
Ik)

where

∇uIk =

(
3− 1

2

αk√
1− α2

k

)
βkdk
∥wk∥2

∇uαk,

∇wk
Ik =

(
3− 1

2

αk√
1− α2

k

)
βkdk
∥wk∥2

∇wk
αk

+

(
3αk +

1

2

√
1− α2

k

)(
dk

∥wk∥2
∇wk

βk − 2
βkdk
∥wk∥4

wik

)
.
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Furthermore, one has

∇uαk =
wk

∥u∥∥wk∥
− uTwk

∥u∥∥wk∥
u

∥u∥2
=

1

∥u∥
(w̃k − αkũ),

∇wk
αk =

u

∥u∥∥wk∥
− uTwk

∥u∥∥wk∥
wk

∥wk∥2
=

1

∥wk∥
(ũ− αkw̃k),

∇wk
βk =

v

∥v∥∥wk∥
− vTwk

∥v∥∥wk∥
wk

∥wk∥2
=

1

∥wk∥
(ṽ − βkw̃k),

and after substitution we obtain

∇uIk =

(
3− 1

2

αk√
1− α2

k

)
βkdk

∥u∥∥wk∥2
(w̃k − αkũ)

∇wk
Ik =

(
3− 1

2

αk√
1− α2

k

)
βkdk
∥wk∥3

(ũ− αkw̃k)

+

(
3αk +

1

2

√
1− α2

k

)
dk

∥wk∥3
(ṽ − 3βkw̃k).

Note that theorem 2 implies

∇yu∇uIk +∇ywk∇wk
Ik = − 1

∥y∥
(γe(∇uIk − 2γuỹ) + γuẽ+ λkd(∇wk

Ik − γwk
ỹ)) ,

where γe = ỹT ẽ, γu = ỹT∇uIk and γwk
= ỹT∇wk

Ik.

3.2 Objective function for the uniform exposure.

We have ne plane elements and nl lamps. Every plane element can be exposed by several
lamps. Let Lj be a set of indices of lamps that expose j-th plane element. Choose 1 ≤ j ≤ ne

and l ∈ Lj. If we denote Ijl the exposure of j-th element by l-th lamp, (this value correspond
to the value I from the previous subsection), then the total exposure Ij of j-th element Ij
is given by the formula

Ij =
∑
l∈Lj

Ijl.

The derivatives of Ij are computed by the formulas

∇xl
Ij = ∇xl

Ijl, ∇yl = ∇ylIjl, l ∈ Lj,

∇xl
Ij = 0, ∇yl = 0, l ̸∈ Lj,

where we substitute the previously defined quantities. Let I be the prescribed value of the
exposure (the same for all elements of the shape surface). Then

F (x) =
1

2

ne∑
j=1

(Ij − I)2,

10



where vector x has elements x1l, x2l, x3l, y1l, y2l, y3l, 1 ≤ l ≤ nl (six for every lamp). One
has

∇xl
F (x) =

ne∑
j=1

(Ij(x)− I)∇xl
Ij(x), ∇ylF (x) =

ne∑
j=1

(Ij(x)− I)∇ylIj(x),

where we substitute derivatives computed in the previous relations. The prescribed value
of the exposure is determined initially using the formula

I =
1

ne

ne∑
j=1

Ij.

The described problem consists in the minimization of a sum of squares without con-
straints. The number of partial functions in the sum of squares is ne ∼ 10000 (the number
of the plane elements). The number of variables is 6nl ∼ 900 (six for every lamp). The
Hessian matrix of the objective function is not sparse. These facts have an influence to the
choice of the numerical method.

3.3 The combined method for minimizing the sum of squares.

Let

F (x) = fT (x)f(x) =
m∑
k=1

fk(x),

where fk(x), 1 ≤ k ≤ m, be a twice continuously differentiable functions. Then the gradient
g(x) and the Hessian matrix G(x) of the objective function F (x) can be expressed in the
form

g(x) = JT (x)f(x) =
m∑
k=1

fk(x)gk(x)

G(x) = JT (x)J(x) + C(x) =
m∑
k=1

gk(x)g
T
k (x) +

m∑
k=1

fk(x)Gk(x).

The direction vector is determined by the trust region method in such a way that

si = arg min
∥s∥≤∆i

Qi(s),

xi+1 = xi, ρi(si) ≤ 0,

xi+1 = xi + si, ρi(si) > 0

β∥si∥ ≤ ∆i+1 ≤ β∥si∥, ρi(si) < ρ,

∆i ≤ ∆i+1 ≤ ∆), ρi(si) ≥ ρ,
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where

Qi(s) = gTi s+
1

2
sTBis ρi(s) =

F (xi + s)− F (xi)

Qi(s)

and Bi is an approximation of G(xi). The Gauss–Newton method uses the matrix

Bi = JT
i Ji =

m∑
k=1

gk(xi)g
T
k (xi).

We combine the Gauss–Newton method with the BFGS quasi-Newton method. In this case

Bi+1 = JT
i+1Ji+1, (Fi − Fi+1)/Fi > ϑ,

Bi+1 = Bi +
yiy

T
i

yTi di
− Bidi(Bidi)

T

dTi Bidi
, (Fi − Fi+1)/Fi ≤ ϑ,

where di = xi+1 − xi, yi = gi+1 − gi and usually ϑ = 10−4. This combined method is
superlinearly convergent if it is applied to problems with large residuals.

4 Numerical comparison.

The objective function defined in Section 2 was minimized, subject to nonlinear equality
constraints, by the recursive quadratic programming method described in [3]. More details
can be found in [1]. The objective function defined in Section 3 was minimized by the hybrid
method described in [2]. Both these methods are implemented in the universal functional
optimization system UFO [4].

The following table contains the results obtained by two mentioned methods applied
to the four sample problems.

Method with constraints Method without constraints
Problem NIT NFV Time F NIT NFV Time F

L1 1111 4272 12.43 26.02 46 105 0.33 27.11
L2 939 3551 11.07 30.41 55 123 0.39 30.02
L3 312 630 3.18 12.68 99 226 1.40 10.60
L4 4282 50003 141.36 1.78* 64 142 0.39 1.20

These results demonstrate that the analytical elimination of constraints considerable in-
creases the efficiency of numerical optimization.
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