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Abstract 

Based on a large panel of Czech manufacturing firms, we estimate firm-level production 
functions in 2003–2007 using the Levinsohn and Petrin (2003) and Wooldridge (2009) 
approaches, correcting for the measurement error in capital. We show that measurement 
error plays a significant role in the size of the estimated capital coefficient. The capital 
coefficient estimate approximately doubles (depending on the particular industry) when 
we control for capital measurement error. Consequently, while the majority of industries 
exhibit constant or (in)significantly decreasing returns to scale when the standard 
methods are used, increasing returns cannot be rejected in some industries when the 
estimation is corrected for capital measurement error. 
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Nontechnical Summary 

Relating production inputs and productivity to aggregate output by means of the production 
function is necessary for understanding the driving sources of economic growth. Looking at the 
microeconomic evidence, the estimation of firm-level production functions is a non-trivial 
exercise owing to simultaneity bias between unobserved productivity shocks and inputs used in 
production. Among the popular methods used to address simultaneity bias, Levinsohn and Petrin 
(2003) rely on intermediate input as a proxy to invert out unobserved productivity from the 
regression residual in a two-step estimation, while Wooldridge (2009) proposes a one-step 
estimation. 

Production function estimates may be affected by measurement issues. In particular, capital is 
often recorded in the available datasets in acquisition (book-keeping) values that do not reflect the 
amount of capital used in production. The previous literature relies either on a kind of perpetual 
investment method where the capital is derived from book-keeping values and depreciation, or on 
the stock of fixed assets deflated by the industry-wide average deflator. Capital is thus measured 
with an error which should be addressed in the estimation of production functions. 

To address the capital measurement problem, we estimate production functions using the 
Wooldridge (2009) approach, accounting for capital measurement error by using appropriate 
instruments for capital. We also modify the Levinsohn and Petrin (2003) approach to estimate 
production functions implemented in Stata (see Petrin, Poi, and Levinsohn, 2004), while 
modification for other measurement errors in variables would be a straightforward extension.  

In particular, we estimate firm-level production functions in 2003–2007 using a large panel of 
Czech manufacturing firms with 20 or more employees containing balance sheet and income 
statement information. As the dataset contains mainly financial data, we complement the dataset 
with firm-level information on material consumption in physical units. The advantage of our data 
is that all intermediate inputs are reported in physical units so that there is no problem with prices 
and deflating, which might be yet another source of measurement error. 

We show that the measurement error in capital is a substantial problem that affects production 
function estimates. Depending on the particular industry, the estimated capital coefficient 
approximately doubles when we control for capital measurement error. Consequently, while the 
majority of industries exhibit constant or (in)significantly decreasing returns to scale when the 
standard Wooldridge (2009) or Levinsohn-Petrin (2003) routines are used, increasing returns 
cannot be rejected in some industries when the capital measurement error is corrected for. 
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1. Introduction 

Relating aggregate output to productivity and production factors by means of production function 
is the basis for understanding the sources of economic growth.1 At the microeconomic level, 
however, estimating firm-level production functions is a non-trivial exercise owing to 
simultaneity bias caused by the relationship between unobserved productivity shocks and inputs 
used in production. Hence, it entails similar problems as the estimation of matching functions in 
labor economics (see, for example, Galuščák and Münich, 2007). 

A number of methods have been developed to address the simultaneity bias in production function 
estimation. While Blundell and Bond (2000) use method of moments techniques, other 
approaches rely on finding proxy variables for productivity shocks, which are used to invert out 
productivity from the regression residual in a two-step estimation (Olley and Pakes, 1996; 
Levinsohn and Petrin, 2003). Wooldridge (2009) proposes a one-step estimation implemented in a 
generalized method of moments framework. 

Another problem in production function estimation is posed by measurement issues. While labor 
as a measure of production input is available in datasets used in the estimation of production 
functions, the stock of capital is difficult to measure. Capital is often recorded in acquisition 
(book-keeping historical) values that reflect neither the amount of capital used in current 
production nor its market valuation. Levinsohn and Petrin (2003) as well as many other 
researchers use a kind of perpetual investment method where the capital is derived from book-
keeping values and depreciation.2 Another approach uses real capital as the stock of fixed assets 
deflated by the average deflator within industries (see, for example, Geršl, Rubene, and Zumer, 
2007).3 However, all these studies treat capital, after these adjustments, as correctly measured and 
recorded. We argue that capital is measured with an error which should be, and needs to be, 
addressed in production function estimation. 

Recent research into production functions for the Czech economy has focused on the 
macroeconomic approach,4 while the literature on the estimation of individual firm-level 
production functions is scant. Lizal, Singer, and Baghdasarian (2001) estimate the production 
functions of Czech industrial firms in the mid-1990s as a by-product of the investment and labor 
                                                           
1 In the CNB’s (Czech National Bank) core forecasting model, the key concept is implied aggregate technology, 
which determines the steady-state growth of the economy (Andrle et al., 2009). Similarly, in the previously used 
CNB quarterly projection model, the long-term trend was captured by potential output growth (Coats, Laxton, 
and Rose, 2003). Both concepts of long-term economic growth, while different in nature, may be related to 
aggregate total factor productivity in sectors. 
2 The main problem in this approach is that the depreciation rate and the initial stock of capital are unknown; see 
Hernández and Mauleón (2002, 2005) for suggestions on how to estimate the stock of capital. Furthermore, 
Hájková (2008) shows that capital services better account for productive capital input in production than the 
capital stock net of depreciation and that the net capital stock underestimates the contribution of capital input to 
production particularly in fast-growing Czech industries. 
3 Ornaghi (2006) shows that the use of common (industry-wide) price deflators leads to misleading results in the 
estimation of production function parameters. 
4 Dybczak et al. (2006) apply the aggregate production function to approximate the path of potential output in the 
Czech economy using trend total factor productivity. Deriving production functions in key sectors during 1995–
2005, they decompose the total factor productivity growth into intra-industry, inter-industry, and reallocation 
effects. 
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adjustment cost function. They find that Czech industrial firms exhibit decreasing returns to 
scale.5 Individual production functions are also estimated in Geršl, Rubene, and Zumer (2007), 
who investigate the inflows of foreign direct investment into Central and Eastern European 
countries, focusing on the analysis of productivity spillovers. Using firm-level data on 
manufacturing industries for the period 2000–2005, they estimate the total factor productivity of 
domestic firms using the Levinsohn and Petrin (2003) approach. Kátay and Wolf (2008) construct 
a proxy for capacity utilization, allowing them to estimate firm-level total factor productivity that 
is clean of cyclical capacity utilization, and use these estimates in the decomposition of value 
added growth in Hungarian manufacturing industries in 1993–2004 into the contributions of 
primary inputs and total factor productivity growth. 

Each production function for an individual firm is an approximation of an underlying production 
function around the point of current operation. Industries use different technologies and the 
individual firm technologies may have a different shape than the aggregate overall industry 
production function. For an illustration of this feature, we refer the reader to Earnhart and Lizal 
(2006), and mainly Earnhart and Lizal (2008), who examine the link between production and 
pollution emissions from the perspective of the shape of the relationship and find that certain 
industries exhibit the commonly assumed linear dependence of emissions on production while 
other industries show a more complex pattern. In particular, both the metals sector and the energy 
sector enjoy economies of scale of emissions vis-à-vis production at lower production levels, 
while facing diseconomies of scale at higher production levels. In contrast, the chemicals sector 
encounters neither economies nor diseconomies of scale, with an apparent proportional 
relationship between emissions and production. 

In this paper, we correct for measurement error in capital in the estimation of production 
functions. We do so by using appropriate instruments for capital in the Wooldridge (2009) 
method. We also modify the Levinsohn and Petrin (2003) approach (LP hereafter) to estimating 
production functions, which is implemented in Stata (see Petrin, Poi, and Levinsohn, 2004), 
correcting for the measurement error in capital. Using a two-stage approach, we generate 
predicted values of capital in the first stage of the LP routine and use these predictions as the 
capital data input in the LP method together with the prediction error of the capital. We also 
modify the current LP non-parametric bootstrap used to obtain the standard errors of the 
coefficient estimates to account for the instrumental variable regression in the first stage. We 
demonstrate that measurement error correction significantly raises the coefficient estimates of 
capital, leading to a situation where increasing returns cannot be rejected in some manufacturing 
industries. 

The paper is organized as follows. Section 2 describes the methodology, focusing on the LP and 
Wooldridge (2009) approaches and describing the correction in measurement error in capital. 
Section 3 describes the data, while in Section 4 we report the results. Section 5 concludes the 
paper. 

                                                           
5 Returns to scale in individual manufacturing industries in Hungary and Bulgaria in 1995–2001 are estimated in 
Dobrinsky et al. (2008) and used in the estimation of mark-ups. In particular, constant returns are rejected for 
most manufacturing industries in Bulgaria in favor of decreasing returns and approximately for a half of 
industries in Hungary in favor of increasing returns. Dobrinsky et al. (2008) argue that the lower returns to scale 
in Bulgaria than in Hungary are consistent with the different transition paths of these two economies. They also 
find that small firms often operate with decreasing returns to scale. 
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2. Estimation Strategy 

To illustrate the identification of production functions, let us consider a standard Cobb-Douglas 
production function (omitting firm subscripts) 

,0 tttltkt lky εωβββ ++++=          (1) 

where yt is the log of real value added (or revenue), kt is the log of quasi-fixed input (real capital), 
lt is the log of freely variable input (labor),6 and εt is an iid error term. The productivity shock ωt is 
unobservable to the econometrician but known to the firm, which decides on production and 
factor utilization. The unobserved productivity shock ωt is therefore correlated with factor inputs, 
so that estimating (1) with ordinary least squares without controlling for ωt yields biased 
parameter estimates. 

The simultaneity problem can be solved using method of moments techniques (Blundell and 
Bond, 2000), which involve differencing. While differencing removes the unobserved individual 
productivity shock, it also removes much of the variation in the explanatory variables. In addition, 
Wooldridge (2009) shows that the instruments are weakly correlated with the differenced 
explanatory variables, leading to bias in finite samples. Other literature therefore focuses on 
finding proxy variables for productivity shocks and then uses the information in the proxies to 
invert out productivity from the residual. For example, Olley and Pakes (1996) use investment as 
a proxy for the unobserved productivity shock in a two-step estimation of production functions. 
On the other hand, Levinsohn and Petrin (2003) argue that many firms have zero-investment 
observations, leading to efficiency loss in the estimation using the Olley and Pakes approach, 
while non-convex adjustment costs may also affect the responsiveness of investment to the 
shocks. We also add that the firm may even wish to disinvest and such cases are not directly 
distinguishable from zero investment observations and one would need to employ a switching 
regression framework. As a solution, Levinsohn and Petrin still rely on a two-step approach, but 
use intermediate inputs such as materials or energy to invert out the unobserved productivity 
shock.  

In the Levinsohn and Petrin approach, demand for the intermediate input is assumed to depend on 
the firm’s capital kt and the productivity shock ωt: 

( )., ttt kfm ω=                  (2) 

Under mild assumptions about the firm’s production technology, Levinsohn and Petrin 
demonstrate that the intermediate demand function (2) is monotonically increasing in ωt so that it 
can be inverted as  

( )., ttt mkg=ω                  (3) 

The final identification restriction assumes that ωt follows a first-order Markov process 

                                                           
6 Given these assumptions, one could use the equality of the marginal product of labor and the price of labor 
(wage) as another identification restriction. However, such restriction is not used in Levinsohn and Petrin (2003) 
or Wooldridge (2009). 
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[ ] ,1| tttt E ξωωω += −                   (4) 

where ξt is an innovation to productivity that is uncorrelated with quasi-fixed capital kt, but not 
necessarily with labor lt. 

Petrin, Poi, and Levinsohn (2004) implement in Stata the method of Levinsohn and Petrin, based 
on third-order polynomial approximation of the unknown function in (3). Using (3), equation (1) 
becomes 

( ) ttttltkt mkglky εβββ ++++= ,0       (5) 

or 

( ) ,,1 ttttt mkly εφβ ++=                 (6) 

where 

0),,|( =tttt mklE ε          (7) 

and 

( ) ( ).,, 0 ttttktt mkgkmk ++= ββφ                  (8) 

In (6), a third-order polynomial approximation in kt and mt is substituted in place of Φt and the 
parameter βl is estimated using ordinary least squares. This completes the first stage of the 
Levinsohn-Petrin routine. 

In the second stage, the coefficient βk is identified. First, estimated values of Φt are computed 
from (6) as 

.1 ttt ly
∧∧∧

−= βφ                    (9) 

Then for a candidate value βk
* it is possible to calculate (up to a constant) a prediction of ωt using 

.*
tktt kβφω −=

∧∧

                                                                                                                                        (10)     

A consistent non-parametric approximation to [ ]1| −ttE ωω  is given by the predicted values from 
the regression 

ttttt ϑωγωγωγγω ++++= −−−

∧
3

13
2

12110       (11) 

which is called ].|[ˆ
1−ttE ωω  Given *,ˆ

kl ββ , and ]|[ˆ
1−ttE ωω , the estimate of βk is defined as a 

solution to the minimization of the squared sample residuals 

.]|[ˆˆˆmin
2

1
*

1* ∑ ⎟
⎠
⎞

⎜
⎝
⎛ −−− −

t
tttktt Ekly

k

ωωββ
β

                 (12) 

Finally, a bootstrap based on random sampling from observations is used to construct standard 
errors for the estimates of βl and βk. 
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Levinsohn and Petrin assume that given the quasi-fixed capital, the firm decides on labor and 
then, given the labor, determines the use of material input. On the other hand, Ackerberg et al. 
(2006) argue that decisions on labor lt and intermediate input mt are taken simultaneously, so that 
the approach of Levinsohn and Petrin suffers from collinearity problems. Given that (2) holds, 
labor may also be chosen as lt=h(kt,ωt). While h is a different function than f, substituting (3) 
yields lt=h(kt,g(kt,mt))=i(kt,mt). Labor is thus a function of capital and material input, invalidating 
the identification of the labor coefficient in the first step.7 

Instead of a two-step approach, Wooldridge (2009) proposes to estimate βl and βk in one step. 
Given a production function (1), assume that the error term εt is uncorrelated with labor, capital, 
and material input as in (7), but also with all lags of these: 

.0),,,...,,,,,,|( 111111 =−−− mklmklmklE tttttttε      (13) 

Another assumption in Wooldridge (2009) is to restrict the dynamics of unobserved productivity 
shocks as 

( )( ),,)()|(,...),,,|( 1111111 −−−−−−− === tttttttttt mkgjjEmklkE ωωωω   (14) 

where ωt-1=g(kt-1,mt-1) is used. Now for productivity innovations at we can write 

,)( 1 ttt aj += −ωω          (15) 

where 

.0),,,...,,,,|( 111111 =−−− mklmklkaE ttttt       (16) 

Variable inputs lt and mt are thus correlated with productivity innovations at, but capital kt and all 
past values of lt, mt, and kt are uncorrelated with at,. Substituting (15) and (14) into (1) yields 

( )( ) ,, 110 ttttktlt umkgjkly ++++= −−βββ       (17) 

where ut =at + εt and 

.0),,,...,,,,|( 111111 =−−− mklmklkuE ttttt       (18) 

 

To estimate βl and βk, we need to specify the functions g and j in (17). Similarly as Levinsohn and 
Petrin, we may consider low-degree polynomials in the function g of order up to three. In (15), we 
may assume that the productivity process is a random walk with drift, so that (15) becomes 

.1 ttt a++= −ωτω          (19) 

Plugging (19) and ωt-1=g(kt-1,mt-1) into (1) yields 

( ) ( ) ,, 110 ttttktlt umkgkly +++++= −−ββτβ      (20) 

                                                           
7 Ackerberg et al. (2006) propose an alternative approach that is still a two-step one, but unlike in Levinsohn and 
Petrin (2003), the production function parameters are identified in the second step. 
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where ut =at + εt and (18) holds. 

Equation (20) with polynomials in kt-1 and mt-1 of order up to three approximating for the function 
g could be estimated using pooled IV, using kt, lt-1, mt-1, kt-1, and polynomials containing mt-1 and 
kt-1 of order up to three as instruments for lt.8 Given (16), this approach is robust to the Ackerberg 
et al. (2006) critique and unlike in Levinsohn and Petrin, bootstrapping is not required to obtain 
robust standard errors. 

While value added, labor, and intermediate input are provided in the data for the identification of 
production functions, another problem is the measurement error in capital in equation (1), yielding 
biased production function estimates. In particular, the capital coefficient is attenuated toward 
zero (see Levinsohn and Petrin, 2003). Hence, we have to acknowledge that capital is measured 
with an error and one has to use a method that explicitly takes such data properties into account.  

To account for the measurement error in capital, we modify the Levinsohn-Petrin routine in the 
first stage, where we use instrumental variable regression instead of ordinary least squares in (5), 
employing appropriate instruments for capital. In particular, given the iid measurement error et,  

the true values of capital ttt ekk −=
∧

 are obtained as predicted values from the OLS estimation of  

,...110 tNtNtt ezzk ++++= γγγ        (21) 

where z1t,…, zNt are determinants (instruments) of capital and γ0 is a firm-specific fixed effect. 
Equation (5) then becomes 

( ) ,,ˆˆ
0 ttttltkt mkglky εβββ ++++=       (22) 

where 

.0)|( =tteE ε           (23) 

When higher-order polynomials are used in place of g in (22), the first-step estimates in the 
Levinsohn and Petrin approach are not consistent.9 However, this can be solved by using linear 
approximation of g, which we use in one set of our results. 

In the second stage, we use the predicted values of capital, so that (12) becomes 

.]|[ˆˆˆˆmin
2

1
*

1* ∑ ⎟
⎠
⎞

⎜
⎝
⎛ −−− −

t
tttktt Ekly

k

ωωββ
β

      (24) 

Finally, we derive the standard errors of the coefficient estimates using a non-parametric 
bootstrap. While the Levinsohn-Petrin routine samples with replacement from firms and derives 

                                                           
8 This approach is used in Petrin and Levinsohn (2011). In fact, Wooldridge (2009) proposes to estimate 
equations (5) and (17) in a generalized method of moments framework as a two-equation system with the same 
dependent variable and with different sets of instruments. He argues that two-step estimators like Levinsohn and 
Petrin (2003) are inefficient because contemporaneous correlation in the errors across the equations is ignored 
and because serial correlation and heteroskedasticity are not efficiently controlled for.  
9 To see the point, consider g = d1(kt–et) + d2(kt–et)2 + d3(kt–et)3. Then E(kt–et)2 ≠ E2(kt–et) and E(kt–et)3 ≠  

E3(kt–et) when tk
∧

 is used instead of kt in the estimation of (5). 
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estimates of the standard errors from the variation in the coefficient estimates across the 
bootstrapped samples, we sample the observations from a distribution that reflects the uncertainty 
in the capital value. In particular, the capital values for each firm are drawn with 100 replications  
from a distribution ,ttk η+

∧

 where tk
∧

 is the predicted capital (including the fixed effect) from the 

regression (21) and ηt ~ N(0,σk
2). The parameter σk

2 is the firm-specific variance of predicted  

capital tk
∧

 obtained by bootstrap with 1,000 replications.10 

In the Wooldridge (2009) approach, the correction for measurement error in capital is 
straightforward. In particular, we have to find appropriate instruments for capital kt in (20). In the 
estimation, we use the same instruments for capital as in our modified LP approach. 

 

3. Data Description 

We estimate firm-level production functions for 2-digit NACE level manufacturing industries 
(excluding petroleum and refining) using a large panel of Czech manufacturing firms with 20 or 
more employees in 2002–2007 containing balance sheet and income statement information 
gathered by the Czech Statistical Office. While the dataset contains mainly financial variables, we 
complement the dataset with firm-level information on material consumption in physical units 
from the Czech Statistical Office. The advantage of our data compared to Levinsohn and Petrin 
(2003) and Wooldridge (2009) is that all intermediate inputs are reported in physical units so that 
there is no (even potential) problem with prices and deflating.11 

Our sample covers economically active firms with non-zero electricity consumption and non-zero 
employment in each year and without organizational changes such as mergers and acquisitions. In 
the dataset, we imputed missing values as averages of adjacent observations.12 The number of 
observations across industries and summary statistics are illustrated in Table 1. The real value 
added growth in manufacturing industries is displayed in Figure 1. It is derived from the sample 
as the weighted sum of year-on-year growth in firms’ real value added. 

 

                                                           
10 The sampling is thus performed twice. First, the firm-specific variance of the predicted capital is obtained, 
and, second, standard LP sampling is done where capital is randomly drawn from the distribution reflecting the 
firm-specific variance of the predicted capital. 
11 The dataset used in the estimation is unbalanced, which accounts for firms’ death and attrition. As firms’ exit 
depends on their productivity, there is a sample selection bias when using balanced panels. Olley and Pakes 
(1996) show that using the full sample instead of the balanced panel leads to more plausible production function 
estimates.  
12 This accounts for about 6% of all the observations. Our results are robust when these observations are dropped 
from the sample. 



10   Kamil Galuščák and Lubomír Lízal 
 

  

Table 1: Summary Statistics 

 N Mean Std. Dev. 
Manufacture of food products, beverages and tobacco products (NACE 15–16) 
Log real value added 1510 10.384 1.305 
Log hours worked 1510 12.164 0.983 
Log capital 1510 10.709 1.671 
Log real capital 1510 10.597 1.667 
Log electricity consumption 1510 13.912 1.453 
Log depreciation 1510 8.600 1.624 
Log employment 1510 4.701 0.972 
Log gas consumption 1510 12.319 1.764 
    
Manufacture of textiles, wearing apparel and leather (NACE 17–19) 
Log real value added 829 10.316 1.288 
Log hours worked 829 12.056 1.073 
Log capital 829 9.709 2.117 
Log real capital 829 9.599 2.117 
Log electricity consumption 829 13.081 2.102 
Log depreciation 829 7.638 1.971 
Log employment 829 4.670 1.070 
Log gas consumption 829 11.321 1.865 
    
Manufacture of wood, pulp and paper, publishing and printing (NACE 20–22) 
Log real value added 620 10.468 1.444 
Log hours worked 620 12.030 1.025 
Log capital 620 10.415 1.932 
Log real capital 620 10.302 1.930 
Log electricity consumption 620 13.545 2.107 
Log depreciation 620 8.334 1.874 
Log employment 620 4.595 1.021 
Log gas consumption 620 11.288 2.183 
    
Manufacture of chemicals (NACE 24)  
Log real value added 444 11.443 1.372 
Log hours worked 444 12.238 1.031 
Log capital 444 11.364 1.792 
Log real capital 444 11.247 1.793 
Log electricity consumption 444 14.135 2.355 
Log depreciation 444 9.295 1.730 
Log employment 444 4.805 1.043 
Log gas consumption 444 12.555 2.273 
    
Manufacture of rubber and plastic products (NACE 25) 
Log real value added 613 11.192 1.248 
Log hours worked 613 12.338 1.029 
Log capital 613 10.885 1.560 
Log real capital 613 10.771 1.555 
Log electricity consumption 613 14.174 1.690 
Log depreciation 613 8.924 1.537 
Log employment 613 4.902 1.030 
Log gas consumption 613 11.240 1.737 
    
Manufacture of other non-metallic mineral products (NACE 26) 
Log real value added 728 11.197 1.443 
Log hours worked 728 12.381 1.094 
Log capital 728 11.183 1.844 
Log real capital 728 11.068 1.844 
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Log electricity consumption 728 14.522 1.900 
Log depreciation 728 9.053 1.866 
Log employment 728 4.948 1.091 
Log gas consumption 728 12.917 2.420 
    
Manufacture of metals (NACE 27–28)  
Log real value added 1673 10.491 1.240 
Log hours worked 1673 12.188 1.056 
Log capital 1673 10.390 1.813 
Log real capital 1673 10.278 1.810 
Log electricity consumption 1673 13.928 1.887 
Log depreciation 1673 8.363 1.718 
Log employment 1673 4.754 1.059 
Log gas consumption 1673 11.837 1.855 
    
Manufacture of machinery and other equipment (NACE 29) 
Log real value added 1510 10.826 1.231 
Log hours worked 1510 12.221 1.044 
Log capital 1510 10.280 1.732 
Log real capital 1510 10.167 1.729 
Log electricity consumption 1510 13.335 1.714 
Log depreciation 1510 8.299 1.646 
Log employment 1510 4.771 1.049 
Log gas consumption 1510 11.261 1.712 
    
Manufacture of electrical and optical machinery and equipment (NACE 30–33) 
Log real value added 1250 11.012 1.407 
Log hours worked 1250 12.310 1.202 
Log capital 1250 10.213 1.871 
Log real capital 1250 10.099 1.870 
Log electricity consumption 1250 12.966 1.944 
Log depreciation 1250 8.206 1.902 
Log employment 1250 4.876 1.213 
Log gas consumption 1250 10.889 1.748 
    
Manufacture of motor vehicles and other transport equipment (NACE 34–35) 
Log real value added 669 11.584 1.613 
Log hours worked 669 12.850 1.265 
Log capital 669 11.459 2.066 
Log real capital 669 11.342 2.065 
Log electricity consumption 669 14.298 1.956 
Log depreciation 669 9.493 2.110 
Log employment 669 5.416 1.269 
Log gas consumption 669 12.263 1.792 
    
Manufacture of furniture, other manufacturing, recycling (NACE 36–37) 
Log real value added 622 10.152 1.308 
Log hours worked 622 12.055 0.958 
Log capital 622 10.175 1.533 
Log real capital 622 10.064 1.531 
Log electricity consumption 622 12.992 1.525 
Log depreciation 622 8.007 1.465 
Log employment 622 4.638 0.977 
Log gas consumption 622 10.940 1.647 

 

 



12   Kamil Galuščák and Lubomír Lízal 
 

  

Figure 1: Real Value Added Growth in Manufacturing Industries 
NACE 15-16 NACE 17-19 NACE 20-22
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Note: Weighted sum of 100*log(y(t)/y(t–1)), where weights are based on nominal value added   within 
industries in a given year. 

 

 

4. Estimation Results 

When using balance sheets or other data, one has two competing options for calculating value 
added. The accounting measure is the sum of the firm’s sales, stocks, and new investments minus 
intermediate inputs and sales and services costs. As the balance sheets contain undefined values 
for some variables, there is high portion of missing values. As an alternative, the value added may 
be defined as an economic proxy utilizing the firm’s profit, depreciation, and wage bill. As the 
results do not differ qualitatively, we further limit ourselves to the precise accounting measure of 
value added described above. This is accompanied by 2-digit NACE deflators of value added 
obtained from the Czech Statistical Office. 
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The main contribution of our paper concerns the issue of capital measurement. Capital is defined 
as the sum of tangible and intangible assets at the beginning of the period, net of depreciation. In 
essence, as the capital is measured using historical book value, one has to account for 
measurement error. As the capital deflator we use the average inflation rate, or, alternatively, the 
interest rate of new borrowing, which reflects the cost of capital, to verify whether the definition 
of the discount factor matters in the estimation.13 

As a freely available input factor for production, we use the number of hours worked. As a proxy 
for unobserved productivity shocks we use the consumption of electricity in physical units 
(MWh). Depreciation, the full-time equivalent of the average number of employees, and gas 
consumption in physical units are used as available instruments for capital. 

The results by industries in 2003–2007 are summarized in Table 2. The first estimation (column 
1) uses the Wooldridge (2009) approach where real capital (deflated by the inflation rate)14 is 
instrumented using depreciation, employment, and gas consumption in physical units as 
instruments. In column 2, the Wooldridge (2009) estimates are reported assuming that real capital 
is exogenous. Comparing columns 1 and 2, we see that correcting for capital measurement error 
significantly increases the coefficient estimate of capital. 

In column 3 we show the production function estimates using the LP method as implemented in 
Stata. In general, except for two industries (rubber and plastic products – NACE 25; other 
manufacturing – NACE 36–37) we do not observe a significant difference between columns 2 and 
3. The estimation using Wooldridge (2009) thus yields similar results to Levinsohn and Petrin 
(2003), while the Wooldridge (2009) estimates are robust to the Ackerberg et al. (2006) critique. 
Without the measurement error in capital, both methods thus yield quantitatively similar results. 

 

                                                           
13 A significant amount of literature deals with the issue of using the right discount factor for capital; see, for 
example, Levinsohn and Petrin (2003).  
14 We also used the interest rate of new borrowing as an alternative capital deflator. The results are similar and 
are available from the authors on request. 
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Table 2: Production Function Estimates in 2003–2007 

  (1) (2) (3) (4) (5) (6) 
  Man. of food (NACE 15–16)     
Log hours 0.636*** 0.686*** 0.700*** 0.690*** 0.700*** 0.687***
  [0.0403] [0.0372] [0.0348] [0.0347] [0.0323] [0.0383] 
Log real capital 0.578*** 0.282*** 0.301*** 0.581*** 0.348*** 0.541***
  [0.122] [0.0362] [0.0721] [0.103] [0.0519] [0.0994] 
Observations 1510 1510 1510 1510 1510 1510 
Firms 467 467 467 467 467 467 
Returns to scale 1.214* 0.968 1.001 1.271** 1.048 1.228**
  Man. of textiles (NACE 17–19)     
Log hours 0.675*** 0.553*** 0.587*** 0.586*** 0.609*** 0.607***
  [0.0576] [0.0866] [0.0885] [0.0851] [0.0958] [0.0881] 
Log real capital 0.609*** 0.165*** 0.156* 0.305*** 0.264*** 0.298***
  [0.185] [0.0487] [0.0796] [0.101] [0.0946] [0.0967] 
Observations 829 829 829 829 829 829 
Firms 279 279 279 279 279 279 
Returns to scale 1.284 0.718*** 0.744** 0.891 0.872 0.904 
  Man. of wood (NACE 20–22)    
Log hours 0.580*** 0.606*** 0.657*** 0.640*** 0.654*** 0.639***
  [0.0737] [0.0908] [0.0971] [0.0830] [0.0900] [0.0758] 
Log real capital 0.697*** 0.254*** 0.260** 0.326*** 0.315*** 0.458***
  [0.144] [0.0588] [0.111] [0.118] [0.110] [0.153] 
Observations 620 620 620 620 620 620 
Firms 201 201 201 201 201 201 
Returns to scale 1.277* 0.859 0.917 0.965 0.969 1.097 
  Man. of chemicals (NACE 24)     
Log hours 0.624*** 0.574*** 0.610*** 0.608*** 0.629*** 0.619***
  [0.100] [0.140] [0.129] [0.147] [0.115] [0.115] 
Log real capital 1.997*** 0.374*** 0.465*** 1.204*** 0.424** 1.206***
  [0.561] [0.0993] [0.146] [0.197] [0.185] [0.213] 
Observations 444 444 444 444 444 444 
Firms 120 120 120 120 120 120 
Returns to scale 2.621*** 0.948 1.075 1.812*** 1.052 1.825***
  Man. of rubber (NACE 25)     
Log hours 0.548*** 0.618*** 0.642*** 0.629*** 0.644*** 0.623***
  [0.0705] [0.0671] [0.0727] [0.0701] [0.0723] [0.0584] 
Log real capital 0.733*** 0.290*** 0.464*** 0.601*** 0.451*** 0.610***
  [0.136] [0.0798] [0.0792] [0.165] [0.0805] [0.152] 
Observations 613 613 613 613 613 613 
Firms 216 216 216 216 216 216 
Returns to scale 1.281** 0.908 1.106 1.229 1.096 1.233 
  Man. of other mineral products (NACE 26)   
Log hours 0.345*** 0.392*** 0.430*** 0.421*** 0.436*** 0.425***
  [0.0514] [0.0644] [0.0606] [0.0637] [0.0601] [0.0692] 
Log real capital 0.803*** 0.328*** 0.265** 0.392*** 0.297*** 0.482***
  [0.191] [0.0796] [0.115] [0.132] [0.0948] [0.143] 
Observations 728 728 728 728 728 728 
Firms 200 200 200 200 200 200 
Returns to scale 1.148 0.72*** 0.695** 0.814 0.733** 0.907 
  Man. of metals (NACE 27–28)    
Log hours 0.638*** 0.664*** 0.684*** 0.680*** 0.705*** 0.700***
  [0.0398] [0.0445] [0.0430] [0.0379] [0.0404] [0.0438] 
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Log real capital 0.575*** 0.243*** 0.247*** 0.371*** 0.228*** 0.339***
  [0.104] [0.0365] [0.0551] [0.0912] [0.0596] [0.0721] 
Observations 1673 1673 1673 1673 1673 1673 
Firms 592 592 592 592 592 592 
Returns to scale 1.213** 0.906* 0.931 1.052 0.934 1.039 
  Man. of machinery (NACE 29)     
Log hours 0.711*** 0.812*** 0.857*** 0.849*** 0.883*** 0.874***
  [0.0452] [0.0426] [0.0517] [0.0452] [0.0438] [0.0416] 
Log real capital 0.633*** 0.171*** 0.185*** 0.406*** 0.193*** 0.405***
  [0.108] [0.0350] [0.0363] [0.0753] [0.0422] [0.0852] 
Observations 1510 1510 1510 1510 1510 1510 
Firms 502 502 502 502 502 502 
Returns to scale 1.344*** 0.983 1.041 1.255*** 1.076 1.279***
  Man. of electrical and optical machinery (NACE 30–33) 
Log hours 0.728*** 0.820*** 0.845*** 0.843*** 0.868*** 0.862***
  [0.0392] [0.0485] [0.0493] [0.0453] [0.0402] [0.0396] 
Log real capital 0.747*** 0.172*** 0.204** 0.336*** 0.162* 0.344***
  [0.122] [0.0437] [0.0837] [0.115] [0.0886] [0.0975] 
Observations 1250 1250 1250 1250 1250 1250 
Firms 367 367 367 367 367 367 
Returns to scale 1.475*** 0.993 1.049 1.179 1.03 1.206**
  Man. of motor vehicles (NACE 34–35)   
Log hours 0.642*** 0.647*** 0.719*** 0.685*** 0.717*** 0.690***
  [0.0861] [0.0812] [0.0911] [0.0794] [0.0868] [0.0788] 
Log real capital 0.597*** 0.13 0.174 0.576*** 0.171 0.623***
  [0.176] [0.0923] [0.115] [0.145] [0.107] [0.136] 
Observations 669 669 669 669 669 669 
Firms 192 192 192 192 192 192 
Returns to scale 1.239 0.777** 0.894 1.261 0.888 1.314**
  Man. other (NACE 36–37)     
Log hours 1.112*** 1.055*** 1.093*** 1.089*** 1.101*** 1.101***
  [0.0971] [0.135] [0.137] [0.125] [0.119] [0.138] 
Log real capital 0.758 0.140* 0.270** 0.752** 0.247** 0.837**
  [0.485] [0.0783] [0.135] [0.321] [0.118] [0.363] 
Observations 622 622 622 622 622 622 
Firms 206 206 206 206 206 206 
Returns to scale 1.87* 1.196 1.363** 1.841** 1.348** 1.937**
Notes: Standard errors in brackets, *** p<0.01, ** p<0.05, * p<0.1. Real value of capital (deflated by the       

average inflation rate). Returns to scale (log labor + log real capital) and significance level of Wald   
test of constant returns reported. 

 (1) Wooldridge (2009); real capital is instrumented using depreciation, employment, and gas 
consumption. 

             (2) Wooldridge (2009). 
             (3) Levinsohn-Petrin (2003). 

 (4) Levinsohn-Petrin (2003); real capital is instru(mented using depreciation, employment, and gas   
consumption. 

             (5) Levinsohn-Petrin (2003); linear approximation used in (6). 
             (6) Levinsohn-Petrin (2003); real capital is instrumented using depreciation, employment, and gas 

consumption; linear approximation used in (6). 
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In column 4 of Table 2, we use the LP method with correction for the measurement error in real 
capital. In particular, we estimate (21) using OLS and generate predicted values of capital that are 
then used as the capital data input to the LP method. The modified non-parametric bootstrap is 
employed to get corrected standard errors of the coefficients.  

As in the Wooldridge (2009) approach (columns 1 and 2), we observe a major difference between 
columns 4 and 3 in Table 2 in all industries except for manufacture of wood (NACE 20–22); the 
coefficient associated with real capital often more than double, while the changes in the labor 
coefficient estimates are minor.15 Based on our results using the Wooldridge (2009) and 
Levinsohn and Petrin (2003) approaches we see that measurement error in capital is a substantial 
problem that affects production function estimates. Not accounting for the measurement error in 
capital yields an estimate biased toward zero. 

As we have shown in Section 2, using predicted values of real capital in the first stage of the LP 
routine yields inconsistent estimates. We therefore repeat the estimation in columns 3 and 4 in 
Table 2, assuming linear approximation in place of the function g in equations (5) and (22). The 
results of this exercise are reported in columns 5 and 6 in Table 2. The difference in the 
coefficient estimates between columns 3 and 5 and between columns 4 and 6 is small in most 
industries, suggesting that measurement error in capital affects the estimates more than specific 
assumptions approximating the unknown function g in equations (5) and (22). 

The correction for measurement error of capital affects returns to scale. Table 3 repeats the returns 
to scale estimates from columns 1–4 in Table 2 for manufacturing industries. While most 
industries using the standard methods of Wooldridge (2009) and Levinsohn and Petrin (2003) 
exhibit constant or decreasing returns to scale (see columns 2 and 3 in Table 3), we cannot reject 
the presence of increasing returns in a number of industries when the estimation is corrected for 
measurement error in capital (columns 1 and 4). The difference in the results hinges on the 
correction of measurement error in capital, while the degree of the polynomial used in the 
estimation does not play a crucial role. 

 

                                                           
15 Similar results are obtained when using gas consumption as a proxy to invert out the unobserved productivity 
shock in the LP routine and electricity consumption as an instrument for real capital. These alternative results are 
available from the authors upon request. 
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Table 3: Returns to Scale in Czech Manufacturing Industries, 2003–2007 

  (1) (2) (3) (4) 
Food products, beverages and tobacco products (NACE 15–16) 1.214* 0.968 1.001 1.271** 
Textiles, wearing apparel and leather (NACE 17–19) 1.284 0.718*** 0.744** 0.891 
Wood, pulp and paper, publishing and printing (NACE 20–22) 1.277* 0.859 0.917 0.965 
Chemicals (NACE 24) 2.621*** 0.948 1.075 1.812***
Rubber and plastic products (NACE 25) 1.281** 0.908 1.106 1.229 
Other non-metallic mineral products (NACE 26) 1.148 0.72*** 0.695** 0.814 
Metals (NACE 27–28) 1.213** 0.906* 0.931 1.052 
Machinery and other equipment (NACE 29) 1.344*** 0.983 1.041 1.255***
Electrical and optical machinery and equipment (NACE 30–33) 1.475*** 0.993 1.049 1.179 
Motor vehicles and other transport equipment (NACE 34–35) 1.239 0.777** 0.894 1.261 
Furniture, other manufacturing, recycling (NACE 36–37) 1.87* 1.196 1.363** 1.841** 

Notes:   Returns to scale (log labor + log real capital) and significance level of Wald test of constant returns 
reported. 

             *** p<0.01, ** p<0.05, * p<0.1. 
(1) Wooldridge (2009); real capital is instrumented using depreciation, employment, and gas 
consumption. 

             (2) Wooldridge (2009). 
             (3) Levinsohn-Petrin (2003). 

(4) Levinsohn-Petrin (2003); real capital is instrumented using depreciation, employment, and gas 
consumption. 

 

5. Conclusions 

Based on our results we conclude that the measurement error of capital is a substantial problem 
that affects production function estimates. The estimated capital coefficient approximately 
doubles (depending on the particular industry) when we control for capital measurement error. 
The estimated standard errors of the coefficients naturally also increase when measurement error 
in capital is assumed, although the difference in the coefficients is so substantial that one can 
reject the identity of the coefficient with and without measurement error control. Consequently, 
while the majority of industries using standard Wooldridge (2009) and Levinsohn and Petrin 
(2003) estimation exhibit constant or (in)significantly decreasing returns to scale, measurement 
error correction sometimes leads to a situation where even increasing returns to scale cannot be 
rejected. 

To sum up, we conclude that an estimation that ignores possible measurement error in capital 
might suffer from significant underestimation of the effect of capital on value added formation 
and that the contribution of capital to value added growth in Czech manufacturing industries was 
probably higher in 2003–2007 than based on estimates without controlling for measurement error 
in capital.  

  

 



18   Kamil Galuščák and Lubomír Lízal 
 

  

References 
ACKERBERG, D. A., K. CAVES, AND G. FRAZER (2006): “Structural Identification of Production 

Functions,” mimeo, UCLA Department of Economics. 

ANDRLE, M., T. HLÉDIK, O. KAMENÍK, AND J. VLČEK (2009): “Putting in Use the New Structural 
Model of the CNB.” CNB Working Paper No. 2/2009. 

BASU, S. AND M. S. KIMBALL (1997): “Cyclical Productivity with Unobserved Input Variation.” 
NBER Working Paper No. 5915. 

BLUNDELL, R. AND S. BOND (2000): “GMM Estimation with Persistent Panel Data: An Application 
to Production Functions.” Econometric Reviews 19(3), pp. 321–340. 

COATS, W., D. LAXTON, AND D. ROSE (2003): The Czech National Bank’s Forecasting and Policy 
Analysis System, Prague: CNB. 

DOBRINSKY, R., G. KÖRÖSI, N. MARKOV, AND L. HALPERN (2006): “Price Markups and Returns 
to Scale in Imperfect Markets: Bulgaria and Hungary.” Journal of Comparative Economics 
34, pp. 92–110. 

DYBCZAK, K., V. FLEK, D. HÁJKOVÁ, AND J. HURNÍK (2006): “Supply-Side Performance and 
Structure in the Czech Republic (1995–2005).” CNB Working Paper No. 4/2006. 

EARNHART, D. AND L. LIZAL (2006): “Pollution, Production, and Sectoral Differences in a 
Transition Economy.” Comparative Economic Studies 48(4), pp. 662–681. 

EARNHART, D. AND L. LIZAL (2008): “Pollution Control in a Transition Economy: Do Firms Face 
Economies and/or Diseconomies of Scale?” DIME Conference: Knowledge in Space and 
Time: Economic and Policy Implications of the Knowledge-based Economy, Strasbourg, 
April 2008. 

GALUŠČÁK, K. AND D. MÜNICH (2007): “Structural and Cyclical Unemployment: What Can Be 
Derived from the Matching Function?” Czech Journal of Economics and Finance 57(3–4), pp. 
102–125. 

GERŠL, A., I. RUBENE, AND T. ZUMER (2007): “Foreign Direct Investment and Productivity 
Spillovers: Updated Evidence from Central and Eastern Europe.” CNB Working Paper 
No. 8/2007. 

HÁJKOVÁ, D. (2008): “The Measurement of Capital Services in the Czech Republic.” CNB Working 
Paper No. 11/2008. 

HERNÁNDEZ, J. A. AND I. MAULEÓN (2002): “Estimating the Capital Stock.” Universidad de Las 
Palmas de Gran Canaria Working Paper No. 2002-03. 

HERNÁNDEZ, J. A. AND I. MAULEÓN (2005): “Econometric Estimation of a Variable Rate of 
Depreciation of the Capital Stock.” Empirical Economics 30, pp. 575–595. 

KÁTAY, G. AND Z. WOLF (2008): “Driving Factors of Growth in Hungary – a Decomposition 
Exercise.” MNB Working Paper No. 2008/6. 

LEVINSOHN, J. AND A. PETRIN (2003): “Estimating Production Functions Using Inputs to Control 
for Unobservables.” Review of Economic Studies 70(2), pp. 317–341. 



                                     The Impact of Capital Measurement Error Correction 
                                                               on Firm-Level Production Function Estimation    19       

 

 
 

LIZAL, L., M. SINGER, AND A. BAGHDASARIAN (2001): “An Estimation of Euler’s Equation of a 
Profit Maximising Firm: The Case of Czech Republic 1992–1995,” in Kari Liuhto, ed.: Ten 
Years of Economic Transformation, Lappeenranta University of Technology, Lappeenranta, 
Finland, Vol. 2, pp. 126–142. 

OLLEY, G. S. AND A. PAKES (1996): “The Dynamics of Productivity in the Telecommunications 
Equipment Industry.” Econometrica 64(6), pp. 1263–1297. 

ORNAGHI, C. (2006): “Assessing the Effects of Measurement Errors on the Estimation of Production 
Functions.” Journal of Applied Econometrics 21, pp. 879–891. 

PETRIN, A. AND J. LEVINSOHN (2011): “Measuring Aggregate Productivity Growth Using Plant-
Level Data,” mimeo. 

PETRIN, A., B. P. POI, AND J. LEVINSOHN (2004): “Production Function Estimation in Stata Using 
Inputs to Control for Unobservables.” Stata Journal 4(2), pp. 113–123. 

WOOLDRIDGE, J. M. (2009): “On Estimating Firm-Level Production Functions Using Proxy 
Variables to Control for Unobservables.” Economics Letters 104(3), pp. 112–114. 



CNB WORKING PAPER SERIES 
9/2011 Kamil Galuščák 

Lubomír Lízal 
The impact of capital measurement error correction 
on firm-level production function estimation 

8/2011 Jan Babecký 
Tomáš Havránek 
Jakub Matějů 
Marek Rusnák 
Kateřina Šmídková 
Bořek Vašíček 

Early warning indicators of economic crises:  
Evidence from a panel of 40 developed countries 
 

7/2011 Tomáš Havránek 
Zuzana Iršová 

Determinants of horizontal spillovers from FDI: Evidence from a 
large meta-analysis 

6/2011 Roman Horváth 
Jakub Matějů 

How are inflation targets set? 

5/2011 Bořek Vašíček Is monetary policy in the new EU member states asymmetric? 

4/2011 Alexis Derviz Financial frictions, bubbles, and macroprudential policies 

3/2011 Jaromír Baxa 
Roman Horváth 
Bořek Vašíček 

Time-varying monetary-policy rules and financial stress: 
Does financial instability matter for monetary policy? 
 

2/2011 Marek Rusnák 
Tomáš Havránek 
Roman Horváth 

How to solve the price puzzle? A meta-analysis 

1/2011 Jan Babecký 
Aleš Bulíř 
Kateřina Šmídková 

Sustainable real exchange rates in the new EU member states:  
What did the Great Recession change? 

15/2010 Ke Pang 
Pierre L. Siklos 

Financial frictions and credit spreads 

14/2010 Filip Novotný 
Marie Raková 

Assessment of consensus forecasts accuracy: The Czech National 
Bank perspective 

13/2010 Jan Filáček 
Branislav Saxa 

Central bank forecasts as a coordination device 

12/2010 Kateřina Arnoštová 
David Havrlant 
Luboš Růžička 
Peter Tóth 

Short-term forecasting of Czech quarterly GDP using monthly 
indicators 

11/2010 Roman Horváth 
Kateřina Šmídková 
Jan Zápal 

Central banks´ voting records and future policy 

10/2010 Alena Bičáková 
Zuzana Prelcová 
Renata Pašaličová 

Who borrows and who may not repay? 

9/2010 Luboš Komárek 
Jan Babecký 
Zlatuše Komárková 

Financial integration at times of financial instability 

8/2010 Kamil Dybczak 
Peter Tóth 
David Voňka 

Effects of price shocks to consumer demand. Estimating the 
QUAIDS demand system on Czech Household Budget Survey data 
 

7/2010 Jan Babecký  
Philip Du Caju 

The margins of labour cost adjustment: Survey evidence from 
European Firms  



Theodora Kosma 
Martina Lawless 
Julián Messina 
Tairi Rõõm 

6/2010 Tomáš Havránek 
Roman Horváth 
Jakub Matějů 

Do financial variables help predict macroeconomic environment? 
The case of the Czech Republic 

5/2010 Roman Horváth 
Luboš Komárek 
Filip Rozsypal 

Does money help predict inflation? An empirical assessment for 
Central Europe 

4/2010 Oxana Babecká 
Kucharčuková  
Jan Babecký 
Martin Raiser 

A Gravity approach to modelling international trade in South-
Eastern Europe and the Commonwealth of Independent States:  
The role of geography, policy and institutions 

3/2010 Tomáš Havránek 
Zuzana Iršová 

Which foreigners are worth wooing? A Meta-analysis of vertical 
spillovers from FDI 

2/2010 Jaromír Baxa 
Roman Horváth 
Bořek Vašíček 

How does monetary policy change? Evidence on inflation 
targeting countries 

1/2010 Adam Geršl 
Petr Jakubík 

Relationship lending in the Czech Republic 

15/2009 David N. DeJong 
Roman Liesenfeld 
Guilherme V. Moura 
Jean-Francois Richard 
Hariharan 
Dharmarajan 

Efficient likelihood evaluation of state-space representations 

14/2009 Charles W. Calomiris Banking crises and the rules of the game 
13/2009 Jakub Seidler 

Petr Jakubík 
The Merton approach to estimating loss given default: Application 
to the Czech Republic 

12/2009 Michal Hlaváček 
Luboš Komárek 

Housing price bubbles and their determinants in the Czech 
Republic and its regions 

11/2009 Kamil Dybczak 
Kamil Galuščák 

Changes in the Czech wage structure: Does immigration matter? 

10/2009 
 
 
9/2009 
 
8/2009 
 
7/2009 
 
 
6/2009 

Jiří Böhm 
Petr Král 
Branislav Saxa 

Alexis Derviz 
Marie Raková 

Roman Horváth 
Anca Maria Podpiera 

David Kocourek 
Filip Pertold 
 

Nauro F. Campos 
Roman Horváth 

Percepion is always right: The CNB´s monetary policy in the 
media 
 
Funding costs and loan pricing by multinational bank affiliates 
 

Heterogeneity in bank pricing policies: The Czech evidence 
 

The impact of early retirement incentives on labour market 
participation: Evidence from a parametric change in the Czech 
Republic 

Reform redux: Measurement, determinants and reversals 
 

5/2009 Kamil Galuščák  
Mary Keeney  
Daphne Nicolitsas 

The determination of wages of newly hired employees: Survey 
evidence on internal versus external factors 



Frank Smets 
Pawel Strzelecki 
Matija Vodopivec 

4/2009 Jan Babecký  
Philip Du Caju 
Theodora Kosma 
Martina Lawless 
Julián Messina 
Tairi Rõõm 

Downward nominal and real wage rigidity: Survey evidence from 
European firms 

3/2009 Jiri Podpiera 
Laurent Weill 

Measuring excessive risk-taking in banking 

2/2009 Michal Andrle 
Tibor Hlédik 
Ondra Kameník 
Jan Vlček 

Implementing the new structural model of the Czech National Bank
 

1/2009 Kamil Dybczak 
Jan Babecký 

The impact of population ageing on the Czech economy 

14/2008 Gabriel Fagan  
Vitor Gaspar 

Macroeconomic adjustment to monetary union 

13/2008 Giuseppe Bertola  
Anna Lo Prete  

Openness, financial markets, and policies: Cross-country and 
dynamic patterns 

12/2008 Jan Babecký 
Kamil Dybczak  
Kamil Galuščák 

Survey on wage and price formation of Czech firms 

11/2008 Dana Hájková The measurement of capital services in the Czech Republic 
10/2008 Michal Franta Time aggregation bias in discrete time models of aggregate 

duration data  
9/2008 Petr Jakubík 

Christian Schmieder 
Stress testing credit risk: Is the Czech Republic different from 
Germany? 

8/2008 Sofia Bauducco 
Aleš Bulíř 
Martin Čihák 

Monetary policy rules with financial instability 
 

7/2008 Jan Brůha 
Jiří Podpiera 

The origins of global imbalances 

6/2008 Jiří Podpiera 
Marie Raková 

The price effects of an emerging retail market  
 

5/2008 Kamil Dybczak 
David Voňka 
Nico van der Windt 

The effect of oil price shocks on the Czech economy 
 

4/2008 Magdalena M. Borys 
Roman Horváth 

The effects of monetary policy in the Czech Republic: 
An empirical study 

3/2008 Martin Cincibuch 
Tomáš Holub 
Jaromír Hurník 

Central bank losses and economic convergence 
 

2/2008 Jiří Podpiera Policy rate decisions and unbiased parameter estimation in 
conventionally estimated monetary policy rules 

1/2008 
 

Balázs Égert 
Doubravko Mihaljek 

Determinants of house prices in Central and Eastern Europe 
 

17/2007 Pedro Portugal U.S. unemployment duration: Has long become longer or short 
become shorter? 



16/2007 Yuliya Rychalovská  Welfare-based optimal monetary policy in a two-sector small open 
economy 

15/2007 Juraj Antal 
František Brázdik 

The effects of anticipated future change in the monetary policy 
regime 

14/2007 Aleš Bulíř 
Kateřina Šmídková 
Viktor Kotlán 
David Navrátil 

Inflation targeting and communication: Should the public read 
inflation reports or tea leaves? 

13/2007 Martin Cinncibuch 
Martina Horníková 

Measuring the financial markets' perception of EMU enlargement: 
The role of ambiguity aversion 

12/2007 Oxana Babetskaia-
Kukharchuk 

Transmission of exchange rate shocks into domestic inflation: The 
case of the Czech Republic 

11/2007 Jan Filáček Why and how to assess inflation target fulfilment 
10/2007 Michal Franta 

Branislav Saxa 
Kateřina Šmídková 

Inflation persistence in new EU member states: Is it different than 
in the Euro area members? 

9/2007 Kamil Galuščák 
Jan Pavel 

Unemployment and inactivity traps in the Czech Republic: 
Incentive effects of policies 

8/2007 Adam Geršl 
Ieva Rubene  
Tina Zumer 

Foreign direct investment and productivity spillovers:  
Updated evidence from Central and Eastern Europe 

7/2007 Ian Babetskii  
Luboš Komárek  
Zlatuše Komárková 

Financial integration of stock markets among new EU member 
states and the euro area 

6/2007 Anca  
Pruteanu-Podpiera 
Laurent Weill 
Franziska Schobert 

Market power and efficiency in the Czech banking sector 
 

5/2007 Jiří Podpiera 
Laurent Weill 

Bad luck or bad management? Emerging banking market 
experience 

4/2007 Roman Horváth The time-varying policy neutral rate in real time: A predictor for 
future inflation? 

3/2007 Jan Brůha 
Jiří Podpiera  
Stanislav Polák 

The convergence of a transition economy:  
The case of the Czech Republic 
 

2/2007 Ian Babetskii  
Nauro F. Campos 

Does reform work? 
An econometric examination of the reform-growth puzzle 

1/2007 Ian Babetskii 
Fabrizio Coricelli 
Roman Horváth  

Measuring and explaining inflation persistence: 
Disaggregate evidence on the Czech Republic  
 

13/2006 Frederic S. Mishkin  
Klaus Schmidt-
Hebbel 

Does inflation targeting make a difference? 
 

12/2006 Richard Disney 
Sarah Bridges 
John Gathergood  

Housing wealth and household indebtedness: Is there a household 
‘financial accelerator’? 

11/2006 Michel Juillard  
Ondřej Kameník 
Michael Kumhof 
Douglas Laxton 

Measures of potential output from an estimated  
DSGE model of the United States 



10/2006 Jiří Podpiera 
Marie Raková  
 

Degree of competition and export-production relative prices  
when the exchange rate changes: Evidence from a panel of Czech 
exporting companies 

9/2006 Alexis Derviz 
Jiří Podpiera 

Cross-border lending contagion in multinational banks 

8/2006 Aleš Bulíř 
Jaromír Hurník 

The Maastricht inflation criterion: “Saints” and “Sinners” 

7/2006 Alena Bičáková 
Jiří Slačálek 
Michal Slavík 

Fiscal implications of personal tax adjustments in the Czech 
Republic 

6/2006 Martin Fukač 
Adrian Pagan 

Issues in adopting DSGE models for use in the policy process 

5/2006 Martin Fukač New Keynesian model dynamics under heterogeneous expectations 
and adaptive learning 

4/2006 Kamil Dybczak 
Vladislav Flek 
Dana Hájková  
Jaromír Hurník 

Supply-side performance and structure in the Czech Republic 
(1995–2005) 

3/2006 Aleš Krejdl Fiscal sustainability – definition, indicators and assessment of 
Czech public finance sustainability 

2/2006 Kamil Dybczak Generational accounts in the Czech Republic 
1/2006 Ian Babetskii Aggregate wage flexibility in selected new EU member states 

14/2005 Stephen G. Cecchetti The brave new world of central banking: The policy challenges 
posed by asset price booms and busts 

13/2005 Robert F. Engle 
Jose Gonzalo Rangel 

The spline GARCH model for unconditional volatility and its 
global macroeconomic causes 

12/2005 Jaromír Beneš  
Tibor Hlédik  
Michael Kumhof 
David Vávra 

An economy in transition and DSGE: What the Czech national 
bank’s new projection model needs 

11/2005 Marek Hlaváček 
Michael Koňák  
Josef Čada 

The application of structured feedforward neural networks to the 
modelling of daily series of currency in circulation 

10/2005 Ondřej Kameník Solving SDGE models: A new algorithm for the sylvester equation 
9/2005 Roman Šustek Plant-level nonconvexities and the monetary transmission 

mechanism 
8/2005 Roman Horváth Exchange rate variability, pressures and optimum currency 

area criteria: Implications for the central and eastern european 
countries 

7/2005 Balázs Égert 
Luboš Komárek 

Foreign exchange interventions and interest rate policy  
in the Czech Republic: Hand in glove? 

6/2005 Anca Podpiera 
Jiří Podpiera 

Deteriorating cost efficiency in commercial banks signals an 
increasing risk of failure  

5/2005 Luboš Komárek 
Martin Melecký 

The behavioural equilibrium exchange rate of the Czech koruna

4/2005 Kateřina Arnoštová 
Jaromír Hurník  

The monetary transmission mechanism in the Czech Republic 
(evidence from VAR analysis) 



3/2005 Vladimír Benáček 
Jiří Podpiera  
Ladislav Prokop 

Determining factors of Czech foreign trade: A cross-section time 
series perspective  

2/2005 Kamil Galuščák 
Daniel Münich 

Structural and cyclical unemployment: What can we derive 
from the matching function? 

1/2005 Ivan Babouček 
Martin Jančar 

Effects of macroeconomic shocks to the quality of the aggregate 
loan portfolio 

10/2004 Aleš Bulíř 
Kateřina Šmídková 

Exchange rates in the new EU accession countries: What have 
we learned from the forerunners 

9/2004 Martin Cincibuch 
Jiří Podpiera 

Beyond Balassa-Samuelson: Real appreciation in tradables in 
transition countries 

8/2004 Jaromír Beneš 
David Vávra 

Eigenvalue decomposition of time series with application to the 
Czech business cycle 

7/2004 Vladislav Flek, ed. Anatomy of the Czech labour market: From over-employment to 
under-employment in ten years? 

6/2004 Narcisa Kadlčáková 
Joerg Keplinger 

Credit risk and bank lending in the Czech Republic 

5/2004 Petr Král Identification and measurement of relationships concerning 
inflow of FDI: The case of the Czech Republic 

4/2004 Jiří Podpiera Consumers, consumer prices and the Czech business cycle 
identification 

3/2004 Anca Pruteanu The role of banks in the Czech monetary policy transmission 
mechanism 

2/2004 Ian Babetskii EU enlargement and endogeneity of some OCA criteria: 
Evidence from the CEECs 

1/2004 Alexis Derviz 
Jiří Podpiera 

Predicting bank CAMELS and S&P ratings: The case of the 
Czech Republic 

 
CNB RESEARCH AND POLICY NOTES 
1/2011 Jiří Böhm 

Jan Filáček 
Ivana Kubicová 
Romana Zamazalová 

Price-level targeting – A real alternative to inflation targeting? 

1/2008 Nicos Christodoulakis Ten years of EMU: Convergence, divergence and new policy 
prioritie 

2/2007 Carl E. Walsh  Inflation targeting and the role of real objectives  
1/2007 Vojtěch Benda 

Luboš Růžička 
Short-term forecasting methods based on the LEI approach: The 
case of the Czech Republic 

2/2006 Garry J. Schinasi Private finance and public policy 
1/2006 Ondřej Schneider The EU budget dispute – A blessing in disguise? 

5/2005 Jan Stráský Optimal forward-looking policy rules in the quarterly projection 
model of the Czech National Bank 

4/2005 Vít Bárta Fulfilment of the Maastricht inflation criterion by  
the Czech Republic: Potential costs and policy options 



3/2005 Helena Sůvová 
Eva Kozelková 
David Zeman 
Jaroslava Bauerová 

Eligibility of external credit assessment institutions  
 

2/2005 Martin Čihák 
Jaroslav Heřmánek 

Stress testing the Czech banking system:  
Where are we? Where are we going? 

1/2005 David Navrátil 
Viktor Kotlán 

The CNB’s policy decisions – Are they priced in by the markets?

4/2004 Aleš Bulíř External and fiscal sustainability of the Czech economy:   
A quick look through the IMF’s night-vision goggles 

3/2004 Martin Čihák Designing stress tests for the Czech banking system 
2/2004 Martin Čihák Stress testing: A review of key concepts 
1/2004 Tomáš Holub Foreign exchange interventions under inflation targeting: 

The Czech experience 

   

CNB ECONOMIC RESEARCH BULLETIN 

November 2011 Macro-financial linkages: Theory and applications 
April 2011 Monetary policy analysis in a central bank 
November 2010 Wage adjustment in Europe 
May 2010 Ten years of economic research in the CNB 
November 2009 Financial and global stability issues 
May 2009 Evaluation of the fulfilment of the CNB’s inflation targets 1998–2007 
December 2008 Inflation targeting and DSGE models 
April 2008 Ten years of inflation targeting 
December 2007 Fiscal policy and its sustainability 
August 2007 Financial stability in a transforming economy   
November 2006 ERM II and euro adoption 
August 2006 Research priorities and central banks 
November 2005 Financial stability 
May 2005 Potential output 
October 2004 Fiscal issues 
May 2004 Inflation targeting 
December 2003 Equilibrium exchange rate 

 
 
 
 
 
 
 
 
 
 
 
 



 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Czech National Bank 
Economic Research Department 
Na Příkopě 28, 115 03 Praha 1 

Czech Republic 
phone: +420 2 244 12 321 

fax: +420 2 244 14 278 
http://www.cnb.cz 

e-mail: research@cnb.cz 
ISSN 1803-7070 


