
Bad luck or bad management?
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Abstract  
 

A large number of bank failures occurred in transition countries during the 1990s and at 
the beginning of the 2000s. These failures were related to increases in non-performing 
loans and deteriorated cost efficiency of banks. This paper addresses the question of the 
causality between non-performing loans and cost efficiency in order to examine whether 
either of these factors is the deep determinant of bank failures. We extend the Granger 
causality model developed by Berger and DeYoung (1997) by applying GMM dynamic 
panel estimators on a panel of Czech banks between 1994 and 2005. Our findings support 
the “bad management” hypothesis, according to which deteriorations in cost efficiency 
precede increases in non-performing loans, and reject the “bad luck” hypothesis, which 
predicts the reverse causality.  
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Nontechnical Summary 

This paper addresses the question of the causality between non-performing loans and cost 
efficiency. Since both the share of non-performing loans and the level of cost efficiency are found 
to be predictors of bank failures in the literature, the identification of the key determinant of bank 
failures is a fundamental issue for the authorities in charge of supervising the banking industry, as 
the appropriate policy measures strongly differ depending on its origin. Specifically, if non-
performing loans influence cost efficiency, banking supervisors should limit banks’ risk exposures 
by restricting loan concentration and favoring diversification. In contrast, an influence of cost 
efficiency on risk-taking would suggest that non-performing loans are caused internally. 
Following the empirical observation of a negative relationship between non-performing loans and 
cost efficiency, two hypotheses have been proposed in the literature which differ in the direction 
of causality. On the one hand, the “bad luck” hypothesis states that non-performing loans 
influence cost efficiency, as external events affect non-performing loans. On the other hand, the 
“bad management” hypothesis predicts that cost efficiency exerts an impact on non-performing 
loans, as bad managers do not monitor loan portfolios efficiently.  

Introducing a methodological innovation into the Granger-causality model which consists in the 
application of GMM dynamic panel data estimators, we analyze an exhaustive sample of Czech 
banks over the period 1994–2005. Our findings clearly support the “bad management” hypothesis, 
according to which deteriorations in cost efficiency precede increases in non-performing loans, 
and reject the “bad luck” hypothesis, which predicts the reverse causality.  
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1. Introduction 

A large number of bank failures occurred in transition countries during the 1990s and, to a lesser 
degree, at the beginning of the current decade. In the Czech banking sector, for instance, out of 
the 48 banks operating in 1994 and another 6 licensed later on, 21 banks had failed by 2003. It is 
therefore of utmost interest to know which factors predict bank failures. The empirical literature 
identifies two main factors predicting bank failures. The first one is the volume of non-performing 
loans in the loan portfolio. A large proportion of non-performing loans has been widely observed 
in the loan portfolios of failing banks (see Lanine and Vennet, 2006, for evidence on Russia). The 
second one is a low level of cost efficiency (as a proxy for management quality). The role of 
enhanced banking efficiency in reducing bank failures has been pointed out in studies in 
developed countries (e.g. Barr et al., 1994) and transition countries (Podpiera and Podpiera, 
2005). The underlying argument is that bad management increases the likelihood of bank failures. 

In the case of the Czech Republic, for instance, Podpiera and Podpiera (2005) find that increasing 
non-performing loans and decreasing cost efficiency are correlated and both cause an increase in 
the likelihood of bank failure. However, the big question is whether either of these factors is the 
deep determinant of bank failures. If one factor causes the other, it may therefore be considered 
the key determinant of bank failures – both through its direct impact and through its indirect 
influence via the other factor. As a consequence, the sense of the causality between non-
performing loans and cost efficiency is of great interest for the analysis of the causes of bank 
failures. 

Following the empirical observation of a negative relationship between non-performing loans and 
cost efficiency, two assumptions have been proposed by Berger and DeYoung (1997). These 
differ in the direction of the causality. On the one hand, the “bad luck” hypothesis states that non-
performing loans influence cost efficiency. The underlying argument is that external events such 
as economic slowdowns affect non-performing loans, resulting in banks incurring extra costs to 
deal with these loans, which, in turn, weakens their cost efficiency. On the other hand, the “bad 
management” hypothesis predicts that cost efficiency exerts an impact on non-performing loans, 
as bad managers do not monitor loan portfolios efficiently. 

The identification of the key determinant of bank failures is a fundamental issue for the authorities 
in charge of supervising the banking industry, as the implications for economic policy strongly 
differ depending on its origin. Specifically, if non-performing loans influence cost efficiency, 
banking supervisors should limit banks’ risk exposures by restricting loan concentration and 
favoring diversification. In contrast, an influence of cost efficiency on risk-taking would suggest 
that non-performing loans are caused internally. Therefore, banking regulators and supervisors 
should focus on enhancing cost efficiency through better education of bank managers and through 
increased foreign ownership, as this latter element has been shown to favor cost efficiency, 
primarily through the transfer of know-how (Weill, 2003; Bonin et al., 2005). 

A couple of papers have investigated this issue for developed countries. Berger and DeYoung 
(1997) provide some support for both hypotheses on a sample of US banks, as they observe that 
the relationship runs in both directions. Williams (2004) concludes in favor of the bad 
management hypothesis on a sample of European savings banks. 
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However, this question is of greater importance in transition countries, owing to the importance of 
the bank failure phenomenon in these countries. In spite of this aspect, no study has yet been 
published providing a thorough investigation of the causality between non-performing loans and 
cost efficiency in transition countries. To our knowledge, the only paper on this topic is Rossi et 
al. (2005), which concludes in favor of the “bad luck” hypothesis on a sample of banks from nine 
transition countries. However, this study suffers from some flaws which cast a veil over its 
findings, including selection bias and the use of a proxy variable for non-performing loans, which 
may be endogenous in the estimations. 

Our aim in this paper is to provide empirical evidence on the source of bank failures in transition 
countries by investigating the causality between cost efficiency and non-performing loans for the 
Czech banking industry. The Czech banking industry offers a relevant illustration of what has 
happened in transition countries. Although the Czech Republic was considered a particularly 
successful country at the beginning of the transition period, it later faced the same troubles as the 
others, with numerous bank failures and increasing non-performing loans. 

We use an exhaustive dataset for all Czech banks from 1994 to 2005, which avoids any sample 
selection bias and any bias resulting from the adoption of proxy variables. We extend the Granger 
causality framework used by Berger and DeYoung (1997) and Williams (2004) by applying 
generalized method-of-moments (GMM) dynamic panel estimators (Arellano and Bond, 1991; 
Arellano and Bover, 1995). These estimators are specifically designed to address the econometric 
problems induced by unobserved bank-specific effects and joint endogeneity of the explanatory 
variables in lagged-dependent variable models such as the one adopted to test for Granger 
causality. 

Furthermore, we consider two indicators to take into account non-performing loans. Following 
previous studies, we resort to the ratio of non-performing loans to total loans, which we call the 
conventional risk-taking measure. However, such an approach considers effective risk-taking and 
does not take into account the possibility of the bank increasing the risk and compensating for it 
with a greater return through higher interest rates. We therefore also compute a compensated risk-
taking measure, defined as the difference between the ratio of non-performing loans to total loans 
and the ratio of interest revenue to total loans. 

We are then able to undertake a comprehensive investigation of the causality between cost 
efficiency and non-performing loans in a transition country. The structure of the paper is as 
follows. Section 2 presents the empirical background and main hypotheses and describes the 
recent evolution of the Czech banking industry. The methodology is described in section 3 and the 
data and variables in section 4. Section 5 develops the empirical results. Finally, we provide some 
concluding remarks in section 6. 

2. Background 

2.1 Hypotheses and Empirical Literature 

We adopt the assumptions proposed by Berger and DeYoung (1997) to explain the relationship 
between cost efficiency and non-performing loans. Two hypotheses have been suggested to 
explain the negative sign between cost efficiency and non-performing loans widely observed in 
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the empirical literature. These differ on the sense of the causality. It must be stressed that these 
assumptions are not mutually exclusive, as the relationship may be bidirectional. 

First, the bad luck hypothesis predicts that external events increase non-performing loans in 
banks. This leads to the bank incurring greater operating costs to deal with these problem loans, 
which, in turn, hampers banking efficiency. These extra operating costs can result from various 
sources, including monitoring of delinquent borrowers and the value of collateral, as well as the 
costs of seizing and disposing of collateral in cases of default. Consequently, under this 
hypothesis, we expect that an increased volume of non-performing loans causes reduced cost 
efficiency. 

Second, the bad management hypothesis considers low efficiency as a signal of poor managerial 
performance, which also affects loan granting behavior. Indeed poor managers do not adequately 
monitor loan portfolio management, owing to poor loan evaluation skills or to inadequate 
allocation of resources to loan monitoring. This results in a greater volume of non-performing 
loans. Therefore, this hypothesis predicts that reduced efficiency exerts a positive influence on 
non-performing loans. 

We must also mention an alternative hypothesis which predicts a positive sign between cost 
efficiency and non-performing loans: the “skimping” hypothesis. It suggests that the amount of 
resources allocated to loan monitoring affects both non-performing loans and banking efficiency. 
Bank managers face a trade-off between short-term operating costs and long-term non-performing 
loans. Therefore, if they strongly weight short-term profits they may be motivated to reduce short-
term operating costs by reducing the resources allocated to loan monitoring, even if this leads to a 
greater volume of non-performing loans in the future. Skimping behavior therefore gives the 
impression that banks are cost-efficient in the short term, because fewer inputs produce the same 
quantity of outputs, while non-performing loans are about to burgeon. Under this hypothesis, then, 
greater cost efficiency should increase the volume of non-performing loans. 

We now turn to the findings of the former studies on this issue. The seminal paper is Berger and 
DeYoung (1997). They investigate the causality between loan quality, cost efficiency and 
capitalization on a large sample of US commercial banks for the period 1985–1994. Loan quality 
is proxied by the ratio of non-performing loans to total loans. Cost efficiency is estimated by a 
stochastic frontier approach to produce an annual efficiency score for each bank. To test Granger 
causality, the model includes three equations so that each of the three main variables is regressed 
on its lagged values and on those of both other variables, while other sources of cross-sectional 
and time variation are controlled for. Each equation is then estimated by OLS, and the sum of the 
lagged coefficients of each variable yields information on the causality. The paper finds a 
negative relationship between cost efficiency and non-performing loans which runs in both 
directions, corroborating both the bad luck hypothesis and the bad management hypothesis. 

Williams (2004) presents a robustness test of Berger and DeYoung’s (1997) work on a large 
sample of European savings banks from 1990 to 1998. Loan quality is defined as the ratio of loan 
loss provisions to total loans. This ratio might be less relevant than the ratio of non-performing 
loans to total loans, as it could be endogenous in the estimations owing to the influence of bank 
management on provisions. Cost and profit efficiency scores, all measured by the stochastic 
frontier approach, are alternatively used in the tests. Otherwise, the methodology is similar to that 
of Berger and DeYoung (1997). This study concludes that decreases in cost and profit efficiency 
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tend to be followed by deteriorations in loan quality, in accordance with the bad management 
hypothesis. 

Finally, Rossi, Schwaiger, and Winkler (2005) extend Williams’s (2004) work to the case of 
transition countries. Their analysis is performed on a sample of 278 banks from 9 transition 
countries from 1995 to 2002. They investigate the relationships between loan quality, cost and 
profit efficiency, and capitalization similarly to both former papers. Loan quality is again defined 
by the ratio of loan loss provisions to total loans, and efficiency scores are estimated by the 
stochastic frontier approach. The paper concludes in favor of the bad luck hypothesis, as 
reductions in loan quality precede reductions in cost and profit efficiency. 

However the investigation of the causality between loan quality and efficiency in transition 
countries has several flaws. The paper first suffers from bank selection bias, owing to the use of 
data from Bankscope. Even though this database covers a large proportion of total banking sector 
assets in most countries, several papers have raised some suspicions regarding its selectivity bias 
(e.g. Corvoisier and Gropp, 2002), while Bhattacharya (2003) shows that in the case of India 
some categories of banks are omitted from Bankscope. As a consequence, some categories of 
banks, and more particularly small banks, are likely to be under-represented. This is a major 
problem in addressing, for example, the bad management hypothesis in transition countries, as 
bad management may have been more prevalent in small banks, which had huge non-performing 
loans and which failed. Furthermore, this work suffers from misspecifications in the combination 
of inputs and outputs, with deposits considered unexplainably on both sides. Moreover, the price 
of labor is proxied by the ratio of personnel expenses to total assets, owing to data limitations as 
regards the number of employees. Finally, it uses the ratio of loan loss provisions to total loans to 
proxy asset quality, which could be endogenous in the estimations owing to the influence of bank 
management on provisions, as observed by the authors themselves. 

2.2 The Evolution of the Czech Banking Industry 

Under the communist regime, the Czech banking system was dominated by a “monobank” in 
which both the functions of the central bank and those of the commercial banks were 
concentrated. The Czech authorities decided soon after the collapse of the old regime to separate 
the activities of this bank. Its commercial activities were initially transferred to two banks, but the 
number of banks increased rapidly in the first years of the transition, from 9 in 1989 to 52 in 1993, 
partly because of a lack of adequate regulation. 

After 1993, however, the Czech authorities decided to tighten up their prudential rules in order to 
avoid a mass bankruptcy of the banking system due to the large amount of non-performing loans 
owned by the major banks and the poor financial condition of the newly created banks. The Czech 
central bank, which is responsible for the supervision and regulation of the banking sector, 
decided in 1994 to cut back on issuing new banking licenses. Also, starting in 1996, several 
programs were adopted to enhance the financial condition of small and medium-sized banks in 
order to prevent a mass bankruptcy of these establishments: 15 banks were targeted, and strong 
measures – such as revoking banking licenses and requiring shareholders to increase capital – 
were taken against them. 

To resolve the problem of the increasing amount of non-performing loans, the Czech government 
decided in 1993 to transfer the bulk of the non-performing loans from the major state-owned 
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banks to a special institution created for this purpose, called “Konsolidacni Banka.” This 
procedure cleaned up the loan portfolios of the main Czech banks with a view to privatization. 
However, no privatizations took place until the late 1990s. This delay was mainly due to political 
reasons, as privatization presented a danger of increasing unemployment and there was no 
consensus on the idea of selling the major Czech banks to foreign investors. 

Furthermore, the difficulties of the Czech economy, accompanied by bank management 
inefficiencies (due partly to persisting links between the major state-owned banks and state-owned 
firms) led to the share of non-performing loans in total loans reaching 30% in 1997 (CNB, 1998). 
The Czech government finally adopted a bank privatization program in 1998, leading to the 
banking sector being gradually acquired by foreign investors. 

Consequently, the period from 1994 to 2005 saw two main trends. The first was the failure of 
numerous banks. Out of the 48 banks operating in 1994 and another 6 licensed later on, 21 banks 
had failed by 2003. Most of these failures occurred between 1994 and 2000.1 Only 2 failures 
happened after 2000, both of them in 2003. We can thus distinguish two periods regarding bank 
failures: the “troubled” subperiod 1994–2000, and the “quiet” subperiod 2001–2005. As a 
consequence of the bank failures, the number of banks in the Czech market decreased from 48 at 
the beginning of 1994 to 36 at the end of 2005. 

The second trend was an increasing share of foreign investors in the banking industry. After the 
privatization of one public bank, Zivnostenka Banka, sold to foreign investors in 1992, there was 
a steady rise in foreign branches and subsidiaries specializing in providing investment banking 
and services to companies and high-income households in the Czech market. However the biggest 
change occurred between 1999 and 2002 with the privatization and sale of the three largest banks 
to foreign banks. Owing to the failures of Czech-owned banks and sales to foreign investors, 
foreign investors controlled 96.2% of the assets of the banking sector by the end of 2005 (CNB, 
2006). 

3. Methodology 

This section develops the methodology adopted to investigate the sense of the causality between 
non-performing loans and cost efficiency. The first subsection displays the econometric model 
used to investigate the causality, while the second presents how we estimate cost efficiency. 

3.1. The Granger Causality Framework 

In order to test the hypotheses of bad luck and bad management, we employ the Granger causality 
framework, similarly to Berger and DeYoung (1997). In particular, we test the relationship 
between the following pair of variables: a risk-taking measure RTM, which takes into account 
non-performing loans, and the cost efficiency score EFF, which measures management quality. 
We formulate the following standard specification for Granger causality testing:  

RTMi,t = f(RTMi,t-1,…, RTMi,t-n; EFFi,t-1,…, EFFi,t-n) + ei+ η1i,t     (1) 

EFFi,t = f(RTMi t-1,…, RTMi,t-n; EFFi,t-1,…, EFFi,t-n) +ei + η2i,t     (2) 
 

                                                           
1 Number of bank failures for each year from 1994 to 2000: 1, 3, 2, 5, 3, 3, 2. 
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where n is the number of lags, ei is a bank-specific effect that captures the systematic differences 
across banks, and ηi,t is the i.i.d. random error. 

The focus of the analysis is the total effect of cost efficiency on the risk-taking measure (the sum 
of the EFF coefficients in equation (1)) and vice versa, namely, the size and the significance of 
the total effect of the risk-taking measure on cost efficiency (equation (2)). If the total effect of 
cost efficiency is negative and significant in equation (1), we can conclude that the bad 
management hypothesis, according to which reduced cost efficiency favors excessive risk-taking, 
is consistent with the data. In the other case, namely, if the total effect of risk-taking is negative 
and significant in equation (2), we can say that the data are consistent with the bad luck 
hypothesis. 

The risk-taking measure RTM is measured in two distinct ways. First, we use the measure of non-
performing loans (loans 90 days past due) as a percentage of total loans, which corresponds to the 
conventional risk taking measure (RTM1). This indicator associates all non-performing loans with 
an unexpected occurrence of loans becoming non-performing. In this way we might, however, 
overstate the size of bad loans associated with odd unexpected events, since some of the non-
performing loans were expected and priced-in in the interest required on such (more risky) loans. 
In this case, the actual (uncompensated) risk-taking measure of a particular bank (associated with 
unexpected events) might be smaller if the bank gets sufficiently compensated on interest 
revenues from the entire loan portfolio (successful risk sharing – diversification). Therefore, our 
second measure is the share of non-performing loans in total loans minus the share of interest 
revenues in total loans, which we call the compensated risk-taking measure (RTM2). 

Table 1 presents the descriptive statistics of the variables used in the Granger causality test (data 
pooled over banks and time). The average compensation for the non-performing loans is roughly 
2.5 percent (the difference between the mean risk-taking measures). Thus, even though a bank 
accepts risk, it succeeds in getting compensated to some extent by requesting a higher interest 
rate. An interesting feature of our data sample is the very high variability in both risk-taking 
measures. The standard deviation is as high as 18.1 percent, indicating substantial differences 
across the banks in the sample. The mean cost efficiency of roughly 59 percent is a fairly typical 
for an emerging banking market (as found by Weill, 2003, and Bonin et al., 2005), while the cost 
efficiency scores exhibit high variability, corresponding to the substantial changes seen in the 
banking market during the transformation period (1994–2003). 

Table 1: Definitions and Descriptive Statistics for Variables in the Granger Causality Model 

Variable Definition Mean Median Std dev. 

RTM1 Amount of non-performing loans (90 days past 
due) divided by the stock of total loans 0.137 0.068 0.181 

RTM2 RTM1 minus the ratio of interest revenues 
divided by the stock of total loans 0.113 0.047 0.177 

EFF Cost efficiency score relative to the best-practice 
bank in each year 0.583 0.591 0.241 

Source: Czech National Bank. 
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The model outlined in equations (1) and (2) is estimated using a dynamic panel data estimator in 
order to reflect the panel data structure, i.e., mainly to account for the time dependence of the 
observations within each bank and for bank-specific effects in the studied variables. We made use 
of the Arellano and Bond (1991) dynamic panel data estimator. The estimator removes the bank-
specific effects by data first-differencing and uses instruments to carry out the GMM estimation. 
We use equally distributed lags for both specifications, i.e., equations (1) and (2), which allows 
for an independent estimation of each equation. 

We specify a three-year-lag model. Our choice is motivated by three considerations. On the one 
hand, a reasonably high number of lags is necessary to fully capture the effects of cost efficiency 
on non-performing loans, since less careful loan-granting practice is reflected in a greater amount 
of non-performing loans in the bank’s portfolio only with a delay of a few years. On the other 
hand, the small sample of banks and short time span make us favor a lower number of lags. And 
finally, we opt for a three-year lag partially also because some studies have shown that three- and 
four-year-lag models do not significantly differ from each other (see Berger and DeYoung, 1997). 

3.2. The Measurement of Efficiency 

For the cost efficiency estimation we opt for quarterly data panel estimation with time and fixed 
effects – a distribution free approach – estimated for each year separately. This approach delivers 
constant cost efficiency scores for each bank and each year, as is needed for the Granger causality 
described above. While the fixed effects represent the constant differences in cost inefficiency 
over time across banks, the time effects account for any specific regularity within the time span, 
i.e., the cost inefficiency common to all banks in a specific quarter.  

We assume a translog form for the cost frontier as follows: 
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where TC denotes total operating costs, Yj is the jth bank’s output (j=1,2), i.e., total loans and 
investment assets, and wm is the mth input price (m=1,2,3), i.e., the price of labor, the price of 
physical capital, and the price of borrowed funds. ti,υ  is the composite error term, i.e., 

tititi u ,,, ευ += , consisting of the inefficiency factor ui,t = ui + ut and ti,ε , i.e., the random error 
i.i.d. (0, εσ ), accounting for measurement error or other exogenous factors which can temporarily 
either increase or decrease costs. ui is the fixed effect that brings the costs above those of the best-
performing bank, and ut represents the shift in costs common to all banks in quarter t (the time 
effect), which does not affect the relative ranking. The inclusion of the time effect is motivated by 
the fact that quarterly data might exhibit considerable seasonality, as some of the payments tend to 
be concentrated in the last quarter, for instance. We impose the restriction of linear homogeneity 
in input prices by normalizing total costs and input prices by one input price. 

The cost frontier is estimated for each separate year in the period 1994–2005. The fixed effects 
estimation framework assumes that bank cost inefficiency is time invariant. This means in our 
case that differences in efficiency among banks are constant within a year (in our case, four 
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quarters, as the cost efficiency is estimated from a quarterly panel for each year). The relative 
inefficiency is then given by 

 
{ }ˆ ˆmin | 1,...,i i j jINEFF u u j n= − = ,     (4) 
 

where jû  is the j-th bank-specific estimated constant (fixed effect). The relative cost efficiency 
for bank i is computed as EFFi=exp {-INEFFi}.  

4. Data and Variables 

We had access to monthly data from the Czech National Bank (CNB) for all Czech banks during 
the period 1994–2005 and transformed them into quarterly real data.2 The data are based on 
balance sheets and income statements of banks reported to CNB Banking Supervision. After 
dropping banks with missing data we have an unbalanced panel of 43 banks with 1,052 quarterly 
observations. 

We need to define the inputs and outputs for the estimation of the cost frontier. We then adopt the 
intermediation approach. It assumes that the bank collects deposits to transform them, using labor 
and capital, into loans, as opposed to the production approach, which views the bank as using 
labor and capital to produce deposits and loans.3 Two outputs are included: total loans, and 
investment assets. Total loans comprise the quarterly average of the Czech koruna real value of 
loans denominated in all currencies granted to both resident and non-resident clients, loans to 
government, loans to and deposits with the central bank, and loans to and deposits with other 
financial institutions.4 We did not exclude non-performing loans, as their maintenance is costly, 
which might have consequences for measures of cost efficiency. This approach has been taken by 
the mainstream of the literature (e.g. Wheelock and Wilson, 2000). Investment assets represent 
the quarterly average of the Czech koruna real value of securities for trading and held to maturity 
denominated in all currencies. 

The inputs whose prices are used to estimate the cost frontier include labor, physical capital, and 
borrowed funds. The price of labor represents the unit price of labor and is constructed as the 
quarterly average of the total expenses for employees divided by the end-of-quarter number of 
employees. The price of physical capital represents the unit price of physical capital and is 
constructed as the quarterly average of expenses for rents, leasing, amortization, and materials 
divided by the book value of fixed assets. And finally, the price of borrowed funds is the quarterly 
average of interest expenses on funds borrowed from the government, central bank, other banks, 
                                                           
2 Nominal data were deflated by the GDP deflator with the 1994 average as the base, as this is generally less 
prone to measurement biases than the CPI. 
3 Two studies have shown that the choice of approach has an impact on efficiency levels but does not imply 
strong modifications in their rankings (Wheelock and Wilson, 1995; Berger, Leusner, and Mingo, 1997). 
4 Besides the usual industrial and commercial loans, real estate loans and loans to individuals, total loans also 
comprise interbank market loans. This is motivated by the fact that in the Czech banking sector interbank loans 
represent a significant share of total bank loans. Loans to other banks and to the central bank accounted on 
average for 30% of total loans over 1994–2002. Moreover, as Dinger and von Hagen (2003) claim, the Czech 
banking sector operates as a two-tier system in which the interbank market is an important source of financing 
for small banks. In these conditions, excluding the interbank market would imply that cost efficiency would be 
systematically biased upward for small banks. 
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and clients, and on securities issued, divided by the amount of these funds. Total costs are the 
quarterly average of the sum of expenditures incurred for labor, physical capital, and borrowed 
funds. 

The risk-taking measures are the conventional one, measured by the ratio of non-performing loans 
to total loans, and the compensated one, defined as the first one minus the ratio of interest 
revenues to total loans. Descriptive statistics for the variables used for the efficiency scores and 
for the risk-taking measures are displayed in table 2. 

Table 2: Definitions and Descriptive Statistics for Variables Used for the Efficiency Scores and 
Risk-taking Measures 

Variable Definition Mean Median Std 
dev. 

Loans 

Quarterly average of the real value of loans denominated 
in all currencies granted to both resident and non-resident 
clients, loans to government, loans to and deposits with 
the central bank, and loans to and deposits with other 
financial institutions 

54.5 18.9 93.5 

Investment 
assets 

Quarterly average of the real value of securities for 
trading and held to maturity denominated in all 
currencies 

20.0 3.2 47.3 

Price of 
labor 

Quarterly average of the total expenses for employees 
divided by the end-of-quarter number of employees 
(thousands of Czech koruna) 

108.5 86.7 78.9 

Price of 
physical 
capital 

Quarterly average of expenses for rents, leasing, 
amortization, and materials divided by the book value of 
fixed assets (%) 

0.13 0.09 0.11 

Price of 
borrowed 
funds 

Quarterly average of interest expenses on funds 
borrowed from the government, central bank, other banks 
and clients, and on securities issued, divided by the 
amount of these funds (%) 

0.016 0.015 0.011 

Total costs 
Quarterly average of the sum of expenditures incurred for 
labor, physical capital, and borrowed funds (millions of 
Czech koruna) 

0.79 0.29 1.38 

Non-
performing 
loans 

Quarterly average of non-performing loans (90 days past 
due) 6.6 0.8 15.8 

Interest 
revenues Quarterly average of interest revenues on all loans  0.11 0.04 0.2 

Source: Czech National Bank. 
Notes: All values are in billions of Czech koruna unless indicated otherwise. 
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5. Results 

This section presents the empirical results of the Granger causality model. We use the Arellano 
and Bond (1991) panel data estimator on the Czech banking industry during the period 1994–
2005. Lagged dependent and independent variables up to lag 10 as well as bank-specific statistics 
for total assets, borrowed funds, and expenses on labor were used as instruments for the 
identification of the equations. 

The diagnostics of the estimation comprise a Sargan test for over-identifying restrictions and tests 
for an autoregressive process of first and second order. As we can see from the results displayed 
in the last lines of tables 3 and 4, the Sargan test never rejects the validity of the instruments at the 
1% significance level. Similarly, based on the tests we can reject the first-order autoregressive 
process and cannot reject the second-order autoregressive process, which is in line with the 
theory. 

Table 3: The Granger Causality Model with the Risk-taking Measure RTM1 

 ∆RTM1(t) ∆EFF(t) 

Intercept -0.006* (0.002) -0.041*** (0.008) 
∆RTM1(t-1) 0.58*** (0.14) -0.56 (0.61) 
∆RTM1(t-2) -0.11 (0.13) -0.15 (0.77) 
∆RTM1(t-3) 0.08 (0.06) 0.28 (0.68) 
∆RTM1(total) 0.55*** (0.08) -0.42 (0.48) 
∆RTM1(F-test, F(3,83)) - 2.14 (0.54) 
∆EFF(t-1) -0.03 (0.02) -0.14 (0.09) 
∆EFF(t-2) -0.02 (0.02) -0.22*** (0.08) 
∆EFF(t-3) -0.06*** (0.02) -0.11* (0.09) 
∆EFF(total) -0.10** (0.05) -0.48*** (0.2) 
∆EFF(F-test, F(3,83)) 6.26 (0.09) - 
Sargan test (p-value) 90.14 (0.001) 95.7 (0.001) 
AR(1) (p-value) -3.56 (0.0004) -2.41 (0.01) 
AR(2) (p-value) 0.16 (0.87) -0.68 (0.49) 

Notes: The set of instruments comprises lagged dependent and independent variables (up to lag 10), 
total assets, borrowed funds, and labor expenses. The table reports coefficients with standard 
errors in parentheses. *, **, *** denote estimates significantly different from 0 at the 10%, 5% 
and 1% levels, respectively. 

 

Table 3 displays the results for the relationship between the conventional risk-taking measure 
(RTM1) and cost efficiency (EFF). We observe that the total effect of the risk-taking measure on 
cost efficiency is not significant (as is also confirmed by the F-test for joint insignificance of the 
lagged values – p-value 0.53), which speaks in favor of the hypothesis that changes in non-
performing loans (expected and unexpected all together) did not Granger-cause changes in cost 
efficiency. This finding is inconsistent with the bad luck hypothesis, in which cost efficiency 
influences non-performing loans. However, we point out at the same time a significant and 
negative total effect of the risk-taking measure on cost efficiency. The total effect of change in 
EFF on change in RTM1 is -0.1 and statistically significant (which is also confirmed by the F-test 
for joint significance of the lagged values – p-value 0.09), which implies that a reduction in cost 
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efficiency by one standard deviation (0.24) leads to an increase in the share of non-performing 
loans in total loans of 2.4%. Our finding is in accordance with the bad management hypothesis, 
according to which deteriorating cost efficiency exerts an impact on the accumulation of non-
performing loans. 

We now investigate the relationship between the compensated risk-taking measure (RTM2) and 
cost efficiency (EFF). As this measure considers that the share of non-performing loans in total 
loans can be compensated for by a higher amount of interest revenues earned on the entire loan 
portfolio, an increase in this measure can be considered as a greater volume of unexpected non-
performing loans. The results are reported in table 4.  

Table 4: The Granger Causality Model with the Risk-taking Measure RTM2 

 ∆RTM2(t) ∆EFF(t) 
Intercept 0.001 (0.002) -0.04*** (0.008) 
∆RTM2(t-1) 0.44*** (0.13) -0.43 (0.56) 
∆RTM2(t-2) -0.02 (0.13) 0.09 (0.69) 
∆RTM2(t-3) 0.08 (0.06) -0.34 (0.63) 
∆RTM2(total) 0.50*** (0.08) -0.67 (0.47) 
∆RTM2(F-test, F(3,83)) - 2.21 (0.53) 
∆EFF(t-1) -0.02 (0.02) -0.13 (0.09) 
∆EFF(t-2) -0.016 (0.02) -0.22*** (0.08) 
∆EFF(t-3) -0.058*** (0.02) -0.09 (0.09) 
∆EFF(total) -0.097** (0.045) -0.45** (0.2) 
∆EFF(F-test, F(3,83)) 6.67 (0.08) - 
Sargan test (p-value) 81.34 (0.007) 98.14 (0.001) 
AR(1) (p-value) -3.23 (0.001) -2.33 (0.02) 
AR(2) (p-value) 0.36 (0.71) 0.85 (0.39) 

Notes: The set of instruments comprises lagged dependent and independent variables (up to lag 10), 
total assets, borrowed funds, and labor expenses. The table reports coefficients with standard 
errors in parentheses. *, **, *** denote estimates significantly different from 0 at the 10%, 5% 
and 1% levels, respectively. 

 
Similarly to the first estimations, we observe that the total effect of cost efficiency on the risk-
taking measure is significantly negative at the 1% level, and is equal to -0.097. We can then 
conclude again that cost efficiency Granger-causes both expected as well as unexpected non-
performing loans in accordance with the bad management hypothesis. When investigating the 
reverse causality, we show that an increase in the risk-taking measure does not significantly 
reduce cost efficiency. This latter finding supports the bad management hypothesis also for the 
accumulation of unexpected non-performing loans. 

Finally, we ought to mention the fact that the total effect of cost efficiency on the change in cost 
efficiency is significantly negative at the 1% level, with the coefficients being respectively equal 
to -0.48 and -0.45 with risk-taking measures RTM1 and RTM2. This observation documents the 
mean reverting tendency of the cost efficiency scores for individual banks.  

In summary, our findings clearly support the bad management hypothesis, according to which 
cost efficiency exerts a negative influence on non-performing loans. We do not obtain support for 
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the bad luck hypothesis, which predicts the reverse causality. These results hold for both risk-
taking measures considered, i.e. compensated as well as uncompensated. The skimping hypothesis 
is clearly rejected, as we strongly support a negative sign between risk-taking measures and cost 
efficiency. 

Our findings are thus quite similar to those obtained by Williams (2004), which support only the 
bad management hypothesis in the case of European savings banks, and are partially different 
from those obtained by Berger and DeYoung (1997) for US banks, which support causality in 
both directions between non-performing loans and cost efficiency. It may appear surprising at first 
glance that our results differ significantly from those of Rossi, Schwaiger, and Winkler (2005), 
who investigated this issue on the most relevant sample – a sample of banks from transition 
countries – and who only support the bad luck hypothesis. However, as mentioned above, their 
work suffers from several limitations, which may have influenced their findings. 

6. Conclusion 

This research has provided new evidence on the causality between non-performing loans and cost 
efficiency of banks in emerging markets. This issue is of utmost interest for such countries, owing 
to the importance of bank failures in these countries and the empirical finding that non-performing 
loans and cost efficiency positively influence the likelihood of bank failures. We have therefore 
attempted to identify whether either of these determinants is the key determinant of bank failures. 

We provide clear support for the “bad management” hypothesis, according to which reduced cost 
efficiency fosters an increase in non-performing loans. Furthermore, we do not find support for 
the “bad luck” hypothesis, which suggests that an accumulation of non-performing loans hampers 
cost efficiency. Our findings hold for both measures of risk-taking considered, i.e., compensated 
as well as uncompensated non-performing loans. 

The normative implications of our findings are therefore mainly that support should be provided 
for all measures favoring cost efficiency, based on the evidence of the “bad management” 
hypothesis. Given the empirical observation of a positive influence of foreign ownership on cost 
efficiency, this assertion means that supervisory authorities in emerging markets should strongly 
favor foreign ownership in the banking industry. They should also favor education of bank 
managers so as to enhance their managerial performance.  
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